
  

 

Abstract—Mobile technology have rapidly advanced over the 

years, successful researches of augmented reality on mobile 

phones under the different mobile platforms have made it 

possible to implement augmented reality technology on mobiles. 

Now the possibility of combining real time visual with 

augmented reality seems to be a success. This paper is simply to 

emphasize on combining real time visual with augmented 

reality technology on mobiles for education purpose. The 

research is based on how the implementation of real time visual 

translator on augmented reality mobile applications can help 

people in understanding/translating and give meanings to some 

writings displayed around them ubiquitously. 

 

Index Terms—Education for undergraduates, mobile 

augmented reality, mobile applications, real time, visual and 

ubiquitous. 

 

I. INTRODUCTION 

Creating artificial world that provide sense of the real 

world where a real life is enhanced by virtual elements in real 

time. Augmented Reality (AR) is "an environment that 

includes both virtual reality and real-world elements” [1]-[3]. 

In short augmented reality (AR) is whereby an existing object 

is taken and information is blended on it. There different 

forms to provide feedback about Augmented Reality (AR) 

such as vision, audio, tactile, and other forms. The rapid 

growth of use of Augmented Reality (AR) is increasing at 

higher rates. The first augmented reality system was created 

in 1968 by Ivan Sutherland, which is also the first virtual 

reality system. About 2 decades later the computer which 

used clamshell design was released followed by 1992 

Smartphone which acted as phone, pager, calculator, address 

book, fax machine, and e-mail device. Up until today the 

implementation of Augmented Reality is invested in 

everyday life. Today Augmented Reality is used in 

entertainment, military training, engineering design, robotics, 

manufacturing and other industries [2], [3].  

As computers increase in power and decrease in size, new 

mobile, wearable, and general computing applications are 

rapidly becoming feasible, providing people access to online 

resources always and everywhere. This new flexibility makes 
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possible new kind of applications that manipulate the 

person's surrounding perspective. AR systems combine 

virtual information into a person's physical environment so 

that he or she will observe that information as existing in their 

surroundings. Mobile augmented reality systems (MARS) 

provide this service without limiting the individual’s location 

to a specially equipped area. 

Augmented Reality (AR) is currently being used in 

disciplines of computer science (visualization, robotics, 

nanotechnology), engineering, applied psychology, 

education, environmental design, medicine, engineering, 

tourism, and archaeology. The use of mobile phone is the 

perfect liberation medium for learning in near future. The 

concept of augmented reality seems to be succefully 

implemented on mobiles and by combining Mobile 

Augmented reality, real time rendering and ubiquitous; the 

idea is to develop a real time translator that will translate 

Bahasa language to English language and give meanings of 

the words translated, anywhere to any environment whenever 

desired (ubiquitous). This application is mostly based on 

education that is providing or diverting knowledge to people 

who actually need it [4], [5].  

 

II. INITIAL ANALYSIS 

Initial analysis was carried out to describe work performed 

at many different sites and explains the issues and problems 

encountered when building Augmented Reality systems. AR 

applications require giving the user the ability to walk around 

large environments, even outdoors. This requires making the 

equipment self-contained and portable. 

The result of the study is that one of the most basic 

problems currently limiting Augmented Reality applications 

is the registration problem. The objects in the real and virtual 

worlds must be properly aligned with respect to each other, or 

the illusion that the two worlds coexist will be compromised. 

More seriously, many applications demand accurate 

registration [6], [7]. For example, if a user wants translate a 

worn out word in any place it is going to be difficult for the 

user because the results will not be accurate because the 

proper registration of the word would not have been done 

correctly, Augmented Reality will not be accepted in many 

applications. 

Moving to the other places for further education is over 

whelming for most of the people because they get to 

experience other people’s cultures. However it is a downfall 

to be in a foreign country only not to understand anything that 

goes around you every second of the day. Over the recent 

years we have observed that there is a language barrier for the 

students coming in to Malaysia to study. It has proven to be 
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difficult for them to get the precise meaning of words because 

most of the words in work areas and public places are written 

in Bahasa language. Due to the problem mentioned above it 

is our responsibility to solve the language barrier for the 

international students. We have decided to develop the 

ubiquitous real time visual translator using augmented reality 

for Bahasa language. 

A. Problem Analysis 

Based on the observation and the study of the previous 

work of it is reasonable and conclusive to say that registration 

problem has proven to be one of the limitations of augmented 

reality applications. Translation through augmented reality 

application must be accurate and more precise for the users. 

The fact that being unable to understand what other people 

are saying is mentally stressing, therefore causing a language 

barrier between local people and international people that is, 

the people from other countries.  This of course limits 

communication, sharing of ideas between people with 

different point of views and ideas. 

Therefore based on the limitation mentioned above there is 

a need to design an application that can tackle the language 

barrier that is been observed and do research more on a better 

way to improve the translation of worn out word to word 

using augmented reality. The solution to the problem is to 

develop an application which will give the user possible 

translated words if the word to be translated is worn out in 

any possible way. 

Word Lens is a current augmented reality application for 

the iPhone and iPod Touch (with video camera) which offers 

real time translation of text. You simply point your device’s 

video camera at a sign and the program translates and 

superimposes the translated text onto the video in real time 

[6]-[9].  

B. Methods (Solutions) 

Android is a flexible software platform designed to deliver 

a personalized and customizable user experience on mobile 

devices. Compared to many existing platforms, Android is 

truly open to continued innovation and new experiences. The 

Android is a software stack for mobile devices that includes 

an operating system, middleware and key applications. The 

Android SDK provides the tools and APIs necessary to begin 

developing applications on the Android platform using the 

Java programming language. Some of its features include the 

application framework enabling reuse and replacement of 

components, it also hardware dependent such as Camera, 

GPS, compass, and accelerometer. Android will ship with a 

set of core applications including an email client, SMS 

program, calendar, maps, browser, contacts, and others. All 

applications are written using the Java programming 

language. The application is mainly developed to be used by 

anyone in Malaysia especially those who do not know 

Bahasa language. It will help them translate the words in 

Bahasa language to English. 

 

III. LITERATURE REVIEW 

A. Mobile Learning 

The use of mobile phone is the perfect liberation medium 

for learning in near future. By adding of augmented reality to 

mobile phones to generate the artificial world for a person to 

experience by the sense of vision making learning a lot more 

fun and interesting. The fact that if you can see something 

that you do not understand or just willing to learn something 

that is written in a language that you do not understand, it is 

emotionally draining. This report is basically based on the 

application that is to be introduced which will be a mobile 

application that intends to provide wealthier experiences by 

overlying words or virtual objects over the scene observed 

through a camera. The mobile application is a real time visual 

translator for Bahasa language to English that will be 

embedded on mobile phones [10]-[12]. 

B. Augmented Reality 

The rapid growth of use of Augmented Reality (AR) is 

increasing at higher rates. Creating artificial world that 

provide sense of the real world where a real life is enhanced 

by virtual elements in real time. 

Augmented reality (AR) can be defined as referring to 

cases in which a real environment is “augmented” by means 

of virtual objects (Milgram & Kishino, 1994). Augmented 

Reality (AR) is the integration of digital information with live 

video or the user's environment in real time. Ronald Azuma, 

Research Leader at Nokia Research Centre states that, 

Augmented Reality (AR) is "an environment that includes 

both virtual reality and real-world elements. The first 

augmented reality system was created in 1968 by Ivan 

Sutherland, which is also the first virtual reality system. 

C. Mobile Augmented Reality 

AR systems integrate virtual information into a person's 

physical environment so that he or she will perceive that 

information as existing in their surroundings. Mobile 

augmented reality systems (MARS) provide this service 

without constraining the individual’s whereabouts to a 

specially equipped area. 

The idea of AR is related to the concept of virtual reality 

(VR). VR attempts to create an artificial world that a person 

can experience and explore interactively, predominantly 

through his or her sense of vision, but also via audio, tactile, 

and other forms of feedback. AR also brings about an 

interactive experience, but aims to supplement the real world, 

rather than creating an entirely artificial environment around 

the user. 

We define an AR system as one that combines real and 

computer-generated information in a real environment, 

interactively and in real time, and that aligns virtual objects 

with physical ones. AR is a subfield of the broader concept of 

mixed reality (MR), which further includes simulations 

predominantly taking place in the virtual domain and not in 

the real world [13], [14]. 

In the AR entertainment applications, virtual objects 

(world) generated with Computer Graphics are overlaid onto 

the real world. This means that the real 3D world is captured 

by a camera, and then the virtual objects are superimposed 

onto the captured images. By seeing the real world through 

some sort of displays, the users find that the virtual world is 

mixed with the real world. In such AR applications, the users 

carry a camera and move around the real world in order to 

change their view points. Therefore the pose and the position 

of the moving user’s camera should be obtained so that the 
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virtual objects can be overlaid at correct position in the real 

world according to the camera motion. Such camera tracking 

should also be performed in real-time for interactive 

operations of the AR applications [15], [16].  

 

Fig. 1. The physical continuum of realitysource: (Milgram 1998). 

 

Above diagram (Fig. 1) is the physical Continuum of 

Reality that illustrates the flow of proposed application which 

was done in relation to the Continuum of Reality by Milgram 

in 1998 (Fig. 1). Real environment (RE) and virtual 

environment (VE) are at two sides, mixed reality (MR) is in 

the middle, AR is near to the real environment side. Data 

created by the computer can augment real environment and 

enhance user’s comprehension about environment. 

Augmented Virtually (AV) is a term created by Milgram. It 

means add RE images to VE, such as add texture mapping 

video on virtual objects. This term can increase virtual 

object’s reality degree, decrease virtual object and real 

object’s differences. But VE is entire virtual. In AR real 

object and virtual object and user environment must be 

seamlessly integrated together [17], [18]. 

D. Android Platform 

Android is a software stack for mobile devices which 

means a reference to a set of system programs or a set of 

application programs that form a complete system. This 

software platform provides a foundation for applications just 

like a real working platform. 

Android is a software platform and operating system for 

mobile devices, based on the Linux kernel, and developed by 

Google and later the Open Handset Alliance. It allows 

developers to write managed code in the Java language, 

controlling the device via Google-developed Java libraries. 

Applications written in C and other languages can be 

compiled to ARM native code and run, but this development 

path is not officially supported by Google. 

Android is a free, open source and fully customizable 

mobile platform based on the Linux kernel. Android offers a 

full vertical software stack: an operating system, middleware 

and key applications. It also contains a rich set of APIs that 

allows third-party developers to develop great applications. 

E. Learning Theories 

In psychology and education, learning theories are 

attempts to describe how people and animals learn; thereby 

helping us understand the inherently complex process of 

learning. There are three main categories (philosophical 

frameworks) under which learning theories fall: 

behaviourism, cognitivism, and constructivism [19], [20]. 

Our core intension is to use the cognitive learning theory to 

make the mobile translating application. Cognitive theory is a 

learning theory of psychology that attempts to explain human 

behaviour by understanding the thought processes. The 

assumption is that humans are logical beings that make the 

choices that make the most sense to them. Information 

processing is a commonly used description of the mental 

process, comparing the human mind to a computer [19]-[21]. 

 

IV. RESEARCH METHODOLOGY 

A. Objectives of the Research 

The purpose of the project is to improve and enhance 

communication between people who are speaking different 

languages that is, to try get rid of the language barrier among 

people who speak different languages anywhere to any 

environment whenever desired (ubiquitous).  The following 

are the objectives of the research: 

1) To develop the Mobile Augmented Reality application 

that will translate/decode Bahasa language into English 

language ubiquitous. 

2) To study the suitable method of designing and 

developing a real time augmented reality translator in the 

mobile phone 

3) To observe, simulate and test a mobile application 

system that will translate information in real time at the 

same time using usability and functionality testing 

system. 

B. Development Methodology 

Many researchers use different forms of methods to 

develop mobile application. This project development 

methodology is based on mobile Augmented Reality 

application that supports real time translation of words 

ubiquitous. However, Visual Cognitive-Simulative Software 

Development Life Cycle method will be implemented on the 

development of this application. Fig. 2 shows the Visual 

Cognitive-Simulative Software Development Life Cycle 

method which comprises of 5 different stages namely 

analysis, system design, system      development, 

implementation and testing (Fig. 2). 

 

 

Fig. 2. Visual cognitive –simulative software development life cycle 

methodology. 

C. Proposed Techniques 

The mobile device is the most ubiquitous device and a part 

of most people’s everyday life. Hence, as mobile devices 
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become more advanced, the development of 3D information 

systems for mobile users is a growing research area. Being 

mobile means that the context and the information changed, 

and computation can follow the user. We would like to 

exploit the features of a mobile device while trying to work 

around its limitations in order to study its potential to enhance 

the experience of the users. We have chosen to work with 

smartphones since they have the capability of rendering and 

displaying graphics such as video and 3D animations. They 

are connected to data enabled networks such as GPRS and 

UMTS and many of them now feature built in cameras 

[21]-[23]. The proposed application is to perform by 

capturing the words in Bahasa language and translates them 

to English language everywhere, anywhere whenever desired. 

On the other hand a directory/dictionary like Wikipedia, 

oxford dictionary and so on, will be embedded on to the 

application so that after the application has finished 

translating the directory/dictionary will generate meaning of 

that word. Fig. 3 below shows the design model which is a 

representation of the proposed application in chart form with 

the resources, objectives, theory, strategy and approach and 

interactivity clearly highlighted on the chart. 

 

 

Fig. 3. Design model. 

D. Prototype 

The above Fig. 3 show the prototype or model of the 

proposed application. The user will have to have a  mobile 

phone with a compatible application. By pointing a mobile 

camera at the any word and generate the translation on the 

application, thereby translating the word to another language 

at the same time getting the meaning of that word. The above 

Fig. 4 on its left shows a mobile phone pointing or displaying 

the word “sekolah” in Bahasa language (word before 

translation) and, on the other side it shows the mobile phone 

point at the word “school” and some explanation below it (it 

shows the everything after translation). 

 

Fig. 4. Example of real time translator display on mobile phones. 

V. DISCUSSION AND FUTURE WORK 

The works of Mobile Augmented reality have been carried 

out since back in the days until today even more application 

are still made. So far the proposed application has been done 

to a certain limit because of certain reason like less time to do 

or implement other feature. This application we proposed 

translate only word by word so for future enhancement the 

application maybe improved to translate sentences, 

paragraphs and son on. In future we can also work on adding 

a feature that will allow images to be translated to words and 

vice versa or displaying 3D images that relate to each word 

translated to improve understandability.  

 

VI. CONCLUSION 

Augmented reality technology is gradually growing and is 

dynamically changing a lot of things happening around the 

world. Moreover augmented reality is an effective and more 

efficient way for people to learn. The learning theory allows 

the users to attempt to explain human behavior by 

understanding the thought processes. The assumption is that 

humans are logical beings that make the choices that make 

the most sense to them. The augmented reality technology is 

now very easy to introduce using the mobile phones since 

they are ubiquitous. This is due to the advancement in the 

mobile phone technology, thus the platforms available as 

well as the interactivity techniques. In this research the 

mobile phone is used to simulate the events in the virtual 

world in to the real world. The end users will be able to see 

the translated word popping through the mobile phone screen 

with the Wikipedia link related to the word being translated.  

The system will be developed using the Visual Cognitive 

Simulative Software Development Life Cycle Methodology 

for Augmented Reality (V-CSSDLC-AR) for mobile based 

augmented visual translator. 
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