
  
Abstract—In this paper we have proposed an approach for 

mining quantitative association rules. The aim of association 
rule mining is to find interesting and useful patterns from the 
transactional database. Its main application is in market 
basket analysis to identify patterns of items that are purchased 
together. Mining simple association rules involves less 
complexity and considers only the presence or absence of an 
item in a transaction. Quantitative association mining denotes 
association with itemsets and their quantities. To find such 
association rules involving quantity, we partition each item into 
equi-spaced bins with each bin representing a quantity range. 
Assuming each bin as a separate bin we proceed with mining 
and we also take care of reducing redundancies and rules 
between different bins of the same item. The algorithm is 
capable in generating association rules more close to real life 
situations as it considers the strength of presence of each item 
implicitly in the transactional data. Also the algorithm can be 
applied directly to real time data repositories to find 
association rules. 
 

Index Terms—Association mining, quantitative association 
rule mining (QAR), Apriori algorithm. 

 

I.  INTRODUCTION 
Data mining represents techniques for discovering 

knowledge patterns hidden in large databases. Several data 
mining approaches are being used to extract interesting 
knowledge [2]. Association rule mining techniques [18][19]  
discover associations between itemsets, clustering 
techniques [3] group the unlabeled data into clusters, 
classification techniques [20] identify the different classes 
existing in categorical data. 

It can be observed that most of the data mining 
approaches discover association rules from binary data. 
However, itemsets are mostly associated with quantity. In 
literature, it has been reported that there exists useful 
knowledge pertaining to quantitative association mining 
[5][6]. 

In this paper, we are investigating a simple approach to 
mine quantitative association rules. Association rule mining 
[19] finds interesting patterns and has been extensively 
studied [4][5]. Association rules show attributes value 
conditions that occur frequently together in a given dataset. 
A typical and widely used example of association rule 
mining is market basket analysis. The basic terminology 
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about association rules is as follows: Let I = {i1,i2,….in} be a 
set of items and T be a set of transactions. Each transaction            
Ti (i  = 0,1,…,m) is a set of items such that Ti ⊆ I. An 
itemset X is a set of items {i1, i2, …,ik}(1≤ k ≤ n) such that 
X ⊆ I. An itemset containing k number of items is called k-
itemset. An association rule is an implication of the form, A 
=> B, where A ⊂ I, B ⊂ I and A ∩ B=φ. The rule A => B 
holds in T with support s if S% of the transactions in T 
contain A and B. Similarly rule A=>B holds in T with 
confidence c if C% of transactions in T support A also 
support B. Given T, the objective of association rule mining 
is to discover all association rules that have support and 
confidence greater than the user-specified minimum support 
min_sup and minimum confidence min_conf. 

Quantitative association rule mining refers to association 
rule forming between frequent items. 

Example 1: Consider the set of items {bread, jam, butter, 
eggs} selling in a super market. It can be observed that the 
items in the set {bread, jam} are frequently purchased items. 
Then the objective is to determine the quantity of bread that 
was taken with a particular quantity of jam[1]. 

In [21], one of the earliest work related to mining 
association rules involving weights, rules of the form 
x=qx=>y=qy are discovered, where x and y are items and q 
denotes the quantity. However, the antecedent and the 
consequent are limited to a single <attribute, value> pair. 
This is done by partitioning the intervals and not combining 
later. 

The problem of mining quantitative association rules was 
dealt by fine partitioning the attributes and combining 
adjacent partitions as necessary [16]. It was done by 
decomposing categorical attributes into unique valued 
attributes and quantitative attributes into ranges. However, 
appearance of categorical attributes in data used for market 
basket analysis is negligible and considering a new attribute 
for all the values leads to exponential amount of rules. Also 
it has proposed measures for preventing data loss while 
combining the partitions. 

In the proposed algorithm, we try to find a balance 
between discretizing values and reducing redundancy by 
partitioning items into equi-width intervals and pruning 
intervals which are less frequent before generating the rules. 

The rest of the paper is organized as follows. In section 2, 
we discuss the related work. In section 3, we explain the 
proposed approach and algorithm. Conclusion and future 
works are mentioned in Section 4. 

 

II. RELATED WORK 
 In this section we briefly discuss the related approaches 

for the extraction of quantitative association rules. 

Quantitative Association Rule Mining on Weighted 
Transactional Data 
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A. Apriori algorithm 
The utilization of frequent itemsets or support based 

pruning to exponential growth of itemsets with systematic 
control was initiated by the Apriori algorithm [17]. The data 
is assumed to be represented as binary data set, with each 
row corresponding to a transaction, and each column 
corresponding to an item. The corresponding entry of any 
item belonging to a particular transaction is equal to 1; 
otherwise it is denoted as 0. The support for a set of items is 
the number of transactions in which each has attribute value 
1. 

The Apriori principle states that “If an itemset is frequent, 
then all of its subsets must also be frequent”. The algorithm 
is divided into two steps. The first step is generation of 
candidates and second is Pruning. These two steps are 
applied to every iteration. 

Apriori generates frequent itemsets one level at a time, 
from itemset of first level to the longest frequent itemset. 
New candidate itemsets are generated at each level by using 
itemsets of previous level. At each level, the database is 
scanned once and the support count is calculated for every 
itemset and those itemsets which do not satisfy the 
minimum support are pruned. 

B. Quantitative rule mining approaches 
Adaptation of the APRIORI algorithm for mining 

quantitative association rules was identified shortly after the 
introduction of APRIORI algorithm, the necessity for 
quantity in mining association rules was first identified in 
[14]. It proposed rules of the form x=qx=>y=qy i.e. it 
associated a single quantity q to the antecedent and the 
consequent. This was done by decomposition of one 
quantitative attribute into several binary attributes.   

In almost all works dealing with mining quantitative 
attributes, discretization is considered as the tool for 
reducing the time complexity associated with mining 
quantitative association rule mining algorithms as the 
number of quantities can be infinite. Discretization was first 
proposed in [16]. 

Mere reduction of quantitative values into Boolean values 
was also proposed by some authors [11][15]. 

In [7] it was argued that discretization leads to 
information loss and hence completely omitting 
discretization step in mining QAR was proposed. It 
proposed a representation of the rules based on half-spaces. 
But the rules generated with such method are different from 
the classical rules and their understandability is questioned. 

A new measure of quality for mining association rules is 
proposed in [9]. Here a new kind of rule called ordinal 
association rule is used to mine QAR, it removes the step of 
discretization and complete disjunctive coding and aims at 
obtaining variable discretization of numerical attributes. 

Usage of statistical values, like mean as the measure of 
quality for mining quantitative association rules was 
proposed in [8] and [12]. 

The time complexity of QAR mining increases 
exponentially as the number of possible attributes values 
grows. This time consumption is another important and 
discussed issue addressed mainly in [12] and [13]. 

Quantitative attributes result in lots of redundant rules, 
most algorithms generate rules that provide almost the same 

identical information. Such redundancy issue has been 
partially mentioned in [10], where optimized support and 
confidence measures are defined and used. 

 

III. GENERATING THE DATA SET 
The Data set used for our analysis has been generated 

using mathematical concepts to ensure it resembles a real-
world data set. 

The algorithm for generating the dataset uses the 
following two steps that were implemented on matlab: 

Firstly, generate a binary dataset and next, convert the 
generated binary dataset to a weighted dataset. 
A.  Generating Binary dataset 

Generate ‘m’ random variables that follow Poisson 
distribution, here ‘m’ represents the number of transactions 
of your dataset. Next, using each value of ’m’, generate 
random numbers between 1 to ‘n’, where ‘n’ denotes the 
number of items in the dataset. So, the first Poisson random 
variable ‘m1=x’ is used to generate ‘x’ number of random 
numbers between 1 to ‘n’. Similarly, random numbers for all 
the corresponding Poisson random numbers are generated. 
The generated random numbers between 1 to ‘n’ for each 
Poisson random number represents the item numbers of 
items purchased in that transaction. 

 Suppose you want to generate a 500 transaction dataset 
with 100 items, then you first need to generate 500 Poisson 
random numbers. For the 1st Poisson random number, say 7, 
you will next generate 7 random numbers between 1 to 100. 
This denotes that the 1st transaction has 7 items purchased 
whose item numbers correspond to the 7 random numbers 
generated. This procedure is done for all the Poisson random 
numbers. Finally we get to know how many transactions 
contain how many items and their item numbers that were 
purchased. 

Next, using programming tools, create a zero matrix of 
size ‘m’ rows and ‘n’ columns. For the first row, change the 
zero’s to one’s in the columns that have the same number as 
that of the random numbers generated for the first Poisson 
random number. 

If for the first Poisson random number 7 we generate 7  
random numbers say, {10,13,29,53,78,81,90}, then in the 
columns numbered {10,13,29,53,78,81,90} of the m x n 
zero matrix change ‘0’ to ‘1’. The above procedure is done 
for the remaining rows. Finally, we get a matrix that 
represents a binary transactional matrix. 

 
TABLE I. BINARY DATA SET 

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 
T1 0 0 0 1 0 0 0 0 1 0 
T2 0 1 0 0 0 0 0 1 0 1 
T3 1 1 1 1 1 0 0 1 0 1 
T4 1 1 0 0 0 0 1 0 0 0 
T5 1 1 1 1 1 0 0 0 0 0 
T6 0 0 1 1 0 0 0 0 0 1 
T7 1 1 0 0 0 1 0 0 0 0 
T8 1 1 1 0 0 0 0 0 1 0 
T9 1 0 0 0 1 0 0 1 1 1 
T10 1 1 1 1 0 0 0 0 0 1 

 

B. Converting Binar Dataset to Weighted dataset 
The following procedure converts the Binary dataset 

196

International Journal of Information and Education Technology, Vol. 1, No. 3, August 2011



[Table I] to a non-binary or weighted dataset. 
A Binary dataset of ‘m’ transaction and ‘n’ items has ‘m’ 

number of rows and ‘n’ number of columns. Conversion 
from binary to non-binary form is done column wise here. 
For each column of the binary matrix, we generate ‘m’ 
number of Binomially distributed random numbers and store 
them in a m x 1 array. We next multiply this m x 1 array 
values with the first column values of the binary matrix. The 
multiplication is a one-to-one correspondence and not a 
array multiplication. 

The above procedure is performed for all the columns of 
the binary matrix converting it to a non-binary matrix. This 
weighted matrix is stored in an Excel sheet or a table and 
can be used as a non-binary dataset. 

Table II represents the non-binary dataset corresponding 
to Table I after performing the above procedure on the later. 

 

IV. PROPOSED QUANTITATIVE ASSOCIATION RULE 
MINING ALGORITHM 

Let I = {i1, i2, i3...im} be the set of items. Let T = {t1, t1....tn} 
be the set of transactions where each transaction ti is a set of 
items such that ti א T. Each item can be represented as a 
column in a matrix and each row corresponds to a 
transaction. So each row of the matrix contains weights of 
the corresponding item purchased and zero for items that are 
not purchased. It can be denoted as in Table II. 

 
TABLE II. NON-BINARY DATA SET 

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10

T1 0 0 0 11 0 0 0 0 7 0
T2 0 6 0 0 0 0 0 5 0 6
T3 10 10 4 11 13 0 0 4 0 7
T4 4 5 0 0 0 0 10 0 0 0
T5 4 7 6 8 11 0 0 0 0 0
T6 0 0 5 10 0 0 0 0 0 6
T7 5 5 0 0 0 11 0 0 0 0
T8 2 5 4 0 0 0 0 0 7 0
T9 5 0 0 0 11 0 0 5 7 6
T10 6 8 5 11 0 0 0 0 0 5
 

Ti = {w1I1, w2I2, w3I3, w4I4, w5I5}, where T refers to a 
transaction, I refers to items and {w1, w2, w3, w4, w5} are 
different and variable weights. 

Firstly, this non-binary dataset as shown in Table II 
requires new approach to calculate support, for this purpose 
we are going to transform the non-binary dataset into an 
intermediate matrix representation. Secondly, pruning will 
be done on the determined support values to find items of 
importance. Thirdly, candidates will be generated and their 
corresponding support will be found from the intermediate 
matrix representation. Lastly, the pruned candidates 
confidence will be calculated and we get the frequent 
itemset and its support and confidence, hence a rule can be 
generated from it.  

The confidence of a rule is defined as  
                      Conf(x=>y) = supp(X ∪Y)/supp(X) 

A. Intermediate matrix representation 
The non-binary data set as shown in Table II is 

represented using a matrix. Using this Table an intermediate 
matrix is generated that can be used to find support for item 
sets at any level. 

Algorithm: 
Initialize j=1; no=number of intervals;  i = number of 

items; t = number of transactions;  m[t,i] = non-binary 
dataset, n[t,i*no] = transformed matrix; 

While (j < i) /* repeat for all columns of dataset matrix */ 
Begin 
Read column ‘i’ of the matrix ‘m’; 
Determine the minimum value (quantity) in the column     

other than zero and maximum value in the column; 
Partition the column into a fixed number of equal 

intervals, length of each interval will be  
z = (maximum − minimum)/number of intervals. 
If maximum == minimum 
Then z=1; 
End 
Initialize the intermediate matrix ‘n’ with zeros; 
Assume each column of this matrix ‘n’ to represent the 

quantity interval of each column (item) calculated above; 
Scan the column ‘i’ from the beginning and place the row 

number tn in the corresponding interval column of the 
intermediate matrix. 

End 
Answer := n[ t,i*no] /*transformed matrix*/ 
Example 2: 
An enterprise may map product as an item and a purchase 

as a transaction. Now in the non-binary search space each 
transaction represents the itemset of weight values of the 
respective-product matrix [Table II]. 

 Applying the above algorithm to Table II, we assume the 
number of quantity intervals = 3. For the first item I1, we 
have maximum value=10, minimum value=2, therefore 
z=(10−2)/3=2.6666=>3. The following Table II is generated 
where , Ii = {Iq1 ∪ Iq2 ∪ Iq3}  

Iqj = {Tk} ,where (qj.Ii) א Tk, qj = quantity interval of the 
item. 

 
TABLE III. ITEM 1 INTERVAL’S 

 
Iq1 

(quantity={2,3,4})
Iq2 

(quantity={5,6,7}) 
Iq3 

(quantity={8,9,10})
T4 T7 T3 
T5 T9 0 
T8 T10 0 
0 0 0 

 
The three columns in Table III will be placed in the first 

three columns of the intermediate matrix. Repeating the 
above method for other items we complete the construction 
of intermediate matrix. So now all the intervals are stored 
into a matrix called the transformed matrix. The transformed 
matrix is shown in Table IV.  

Transformed matrix = {NI1, NI2,...,NI30} 
where NIi = New itemi and NIi א Ii 
For mapping purpose the values of minimum value, 

maximum value and z are stored in a three column matrix 
named ‘map’ [Table IX].  

Now the transformed matrix is treated as the dataset 
which is to be mined. Each Item interval derived will now 
be considered as an individual item itself. So, we have 
fifteen items now. 

Finding the support for these items is done by counting 
the number of non-zero rows in each column (new item). 
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B. Pruning the Items

TABLE IV.            TRANSFORMED MATRIX 
 

I1 I2 I3 I4 I5  
New 
item 

1 

New 
item 

2 

New 
item 

3 

New 
item 

4 

New 
item 

5 

New 
item 

6 

New 
item

7 

New 
item

8 

New 
item

9 

New 
item
10 

New 
item
11 

New 
item
12 

New 
item 
13 

New 
item 
14 

New 
item 
15 

......

T4 T7 T3 T2 T5 T3 T3 T6 T5 T5 0 T1 T5 0 T3 ......
T5 T9 0 T4 T10 0 T8 T10 0 0 0 T3 T9 0 0 .....
T8 T10 0 T7 0 0 0 0 0 0 0 T6 0 0 0 ......
0 0 0 T8 0 0 0 0 0 0 0 T10 0 0 0 ......
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ......
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ......
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ......
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .....
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ......
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ......
                

 
Once the support values have been determined, we go for 

pruning the items; pruning is a process where the items 
whose support value is less than the user defined support 
threshold are removed. 

Example 3: 
For the above transformed matrix and the support array, 

prune with user defined threshold=2;  
We now store the results in a new matrix with two 

columns, the first column stores the item number and the 
second column stores the corresponding pruned support 
value. 

If Ii is ith item then the pruned support matrix consists of                   
{i, support(Ii)} 

C. Candidate generation 
 To generate the candidates we next read the first-column 

pruned support matrix, i.e. the item numbers of items that 
are qualified. We determine all the possible combinations of 
size two using these item numbers and store it in a matrix. 
So the rows of this new matrix will be the frequent itemsets 
of level 1. 

Example 4: 
Using the pruned support matrix as shown in Table V, we 

get the Candidates matrix as shown in Table VI. 
Candidates Matrix ={ nC2(NI1, NI2, NI3,...NI15)} 
Now, for the above candidate itemsets we determine the 

support using the intermediate matrix by scanning the 
corresponding item columns and performing 
join/intersection operation to get common transaction 
numbers i.e. to check whether the items come together in a 
particular transaction or not. If there exists a common entry 
then it implies that the new items (old item quantity interval) 
are related in a transaction from the original non-binary 
dataset. 

Example 5: 
For itemset {1,2} scan the columns 1 and 2 from the 

transformed matrix and perform a join (1 ∩ 2) and count the 
number of values returned. 

{T2,T10}∩{T1,T6,T9} = φ 
Similarly, for item set {2,10} 
{T1,T6,T9}∩{T3,T6,T9}={T6,T9}=>support count=2 
This way support is found for all itemsets and stored in a 

new column. 
The new matrix now will contain items in the first two 

columns and their corresponding support in the third column 
as shown in Table VII. 

Candidates Matrix with support = Candidates Matrix θ 
Support 

Where θ is a join operation and Support = COUNT (NIx 
AND NIy being purchased together), ∀{NIx, NIy} of 
Candidate Matrix. 

Next step is to prune the candidates based on support 
threshold (assumed 2 earlier or dynamic support may be 
introduced). 

After pruning, the resultant matrix called the candidates 
matrix with pruned support, will have itemsets and their 
qualified support as shown in Table VIII. 

Candidate Matrix with pruned support = Candidate 
Matrix with Support (support  > threshold). 

To generate candidates for the next level, merge the item 
columns and generate all possible subsets and continue with 
the support determination as shown above. Further, 
candidates for the above example as shown in Table VIII are 
not possible so we stop here and the rules are now 
formulated. 

D. Rule Formation 
For the formation of rules the final candidate matrix with 

pruned support is taken and rules are written in the form 
Item X => Item Y; support, confidence 
i.e. purchase of item X results in purchase of item Y and 

has a support and confidence of some value calculated. 
Example 6: 
From Table VIII. Using the pruned candidate matrix we 

get the following rules  
New Item1   => New Item4; support = 2 
New Item8   => New Item12; support = 2 
New Item23  => New Item29; support = 2 
i.e. purchase of new item2 results in purchase of new 

item4, this rule has a support of 2. 
The converse is also frequent 
New Item4   => New Item1; support = 2 
New Item12  => New Item8; support = 2 
New Item29  => New Item23; support = 2 
For the above three rules, confidence is calculated using 

the formula,  
Confidence = support (item x, item y)/support (item x) 
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TABLE V.  PRUNED SUPPORT MATRIX 
Item 

number 1 2 4 5 7 8 12 13 23 25 29

Support 3 3 4 2 2 2 4 2 2 3 3
 

TABLE VI.  CANDIDATES MATRIX 
New 
item Possible new item for combinations after pruning 

1 2 4 5 7 8 12 13 23 25 29
2 - 4 5 7 8 12 13 23 25 29
4 - - 5 7 8 12 13 23 25 29
5 - - - 7 8 12 13 23 25 29
... ... ... ... ... ... ... ... ... ... ...

 
TABLE VII. CANDIDATES MATRIX WITH SUPPORT 

Ite
m 

Set 
 

1 1 1 ... 1 1 2 2 2 ... 2 2 4

2 4 5 ... 25 29 4 5 7 ... 25 29 5

Sup
port 0 2 1 ... 1 0 1 1 0 ... 1 1 0

 
TABLE VIII. CANDIDATES MATRIX WITH PRUNED SUPPORT 

                 New Item           New Item              Support 
1 4 2 
8 12 2 
23 29 2 

 
Support (item x, item y) taken from the third column of 

the pruned candidate matrix  
Support (item x) value is found from scanning 

transformed matrix item ‘x’ column and counting non-zero 
rows. 

Now the complete rules are of the form 
New Item1   => New Item4 ; support = 2, confidence 

= 67% 
NewItem8    => New Item12; support = 2, confidence 

= 100% 
New Item4   => New Item1; support = 2, confidence = 50% 
New Item12 => New Item8; support = 2, confidence = 50% 
Finally these assumed new items are mapped back to their 

respective original items where weights come back to 
picture and the rules involve quantity. 

Example 7: 
 

TABLE IX..MAP MATRIX (MIN, MAX, Z) 
Original item 

{sub-items:transformed  
matrix} 

Minimum Maximum Interval 
size 

   I1 {NI1,NI2,NI3} 2 10 3 
   I2 {NI4,NI5,NI6} 5 10 2 
   I3 {NI6,NI7,NI9} 4 6 1 

..... ..... 
..... 

..... 

..... 
..... 
..... 

 
Consider the rule 
NewItem1   => NewItem4; support = 2, confidence = 67% 
From the transformed matrix, NewItem1 is the first 

quantity interval of original Item I1 whose interval consists 
of quantities of value={2,3,4} [Table IV]. Similarly 
NewItem4 corresponds to item I2 in the first quantity interval 
with value={5,6} [Table IV]. This reverse mapping can be 
done using the ‘map’ matrix [Table IX]. 
Thus the final rules are of the form,  

Item (quantity interval) => Item (quantity interval); 
support, confidence 

Example 8: 
I1(quantity=(2,3,4)) results in purchase of 

I2(quantity=(5,6)) with support value of 2 and confidence 
value of 67%. 

This way the association rules are mined for items with 
their quantity intervals, For specific quantity rules can also 
be derived by simply taking into consideration only those 
transactions where that certain quantity of the item is 
purchased and association with other items can be 
determined by following the above algorithm. 

 

V. CONCLUSION AND FUTURE SCOPE 
In this paper, an approach to mine quantitative association 

rules over non binary data set has been proposed. The 
algorithm proposed can be improved further by reducing the 
size of quantity intervals taken during transformation or by 
just considering an interval for each quantity value. This 
would require greater memory and processing powered 
systems for faster computations. Our algorithm uses Apriori 
algorithm which is inferior to FP-Growth algorithm when 
the number of steps taken is considered. So the same deal of 
mining quantity datasets for association rules can be taken 
up using other mutated algorithms which will prove to be of 
great use to business personnel and market strategists. 
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