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Abstract—The objective of this research is to employ data 

mining tools and techniques on student enrollment data to 

predict student retention among freshman student populations. 

In particular, the goal is to identify freshman students who are 

more likely to drop out of school so that preemptive actions can 

be taken by the university. Through data analysis, we identify 

the most relevant enrollment, performance, and financial 

variables to construct learning models for retention prediction. 

The experiments have been conducted using Decision Trees, 

Naïve Bayes, Neural Networks, and Rule Induction models. 

These models have been compared and evaluated extensively. 

Our findings show that each model has its advantages and 

disadvantages and among all the input variables, students’ GPA 

and their financial status have bigger impact on students’ 

retention than other variables. 

 

Index Terms—Classification, feature selection, freshman 

retention, prediction.  

 

I. INTRODUCTION 

Data mining tools and techniques have been extensively 

used in the private and business sectors but not so much in 

higher education [1]. Just recently, universities have 

recognized the power of such technology that they are now 

starting to invest time and resources into it. They are 

especially interested in exploring data mining power to help 

them improve student retention rates. 

The motivation for this research is to find the most 

common factors that influence students to stay or leave the 

university. Most importantly, the goal is to identify potential 

financial, academic, and/or personal reasons that cause 

students to drop out of school. From university’s perspective, 

it is very costly and time consuming to bring new students 

into the system. Therefore, the student retention and student 

academic success are top priorities for universities. On the 

other hand, the top priorities for students and their parents are 

to get into a good school and successfully fulfill their 

academic goals as quickly as possible. One way of achieving 

both students’ and universities’ goals is to provide the means 

to identify the at-risk student populations as early as possible, 

so that the institutions can employ additional resources to 

help student succeed [2]. This is where the data mining tools 

and techniques become useful. 

However, there are many challenges related to the mining 

of enrollment data from the point of data collection all the 

way to model creation and deployment. This paper will 

address the issues and challenges encountered during the 
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entire research process. The rest of this paper is organized as 

follows: Section II describes the current research work 

related to the prediction of student retention using data 

mining techniques; Section III discusses the main mining 

steps including data collection, feature selection, data 

preprocessing, and predictive model construction; The 

experimental results and analysis are provided in Section IV; 

Finally, concluding remarks along with directions for future 

improvements are presented in Section V. 

 

II. RELATED WORK 

Data mining techniques have been commonly used in 

many areas including business, health, science and 

engineering, etc. However, it has been pointed out that data 

mining techniques have not been widely used in higher 

education, especially when it comes to the improvement of 

student retention [1]. To address this issue, the authors in [1] 

have used three years of data collected from the first year 

degree-seeking students to develop prediction models. The 

models are generated using several data mining algorithms 

including decision trees, neural networks, ensemble, and 

logistic regression. The authors have selected decision tree 

model for their final implementation due to its higher 

prediction accuracy, its ability to better handle missing data, 

and its intuitive representation of knowledge.  

The authors in [3] have used three decision tree algorithms 

(ID3, C4.5, and ADT) to predict student retention 

probabilities. They have presented acceptable precision rate 

ranging between 68.2% and 82.8%. However, the recall rates 

range between 6.4% and 11.4%. This low recall range 

indicates that most positive cases have been misclassified by 

their prediction systems.  

Eitel J.M. Lauria et al. have presented preliminary 

experimental results on the development of initial retention 

prediction model using several data mining algorithms [4]. 

Their preliminary findings indicate that both the logistic 

regression and the Support Vector Machine (SVM) 

algorithms considerably outperform the C4.5 decision tree in 

terms of their ability to detect students at academic risk.  

While some of the research on retention prediction has 

focused on comparing and testing different classification 

models, there are other studies focusing on identifying crucial 

student attrition/retention factors. Rather than merely 

focusing on the analysis of students’ academic standings, 

Chong Ho Yu et al. have examined other factors that affect 

student retention from sophomore to junior year using 

decision trees, multivariate adaptive regression splines 

(MARS), and neural networks [5]. Interestingly, the authors 

have found that among many potential predictors, transferred 

hours, residency, and ethnicity are three crucial factors 

affecting student retention rate.  
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James N. Wetzel et al. have also focused their work on 

identifying key factors affecting student retention using 

logistic regression functions [6]. They have found that 

academic progress drives the attrition/retention decision 

largely, and student social integration also plays an important 

role in persistence decision. Among all the factors, financial 

considerations appear to be minor in importance.  

The authors in [7] have primarily focused their research on 

the prediction of student retention in engineering programs.  

This is motivated by the fact of lower student enrollment in 

engineering programs and higher demand in industry for 

engineers. The authors have found the factors that cause high 

student attrition in their engineering programs. Based on their 

findings, students who are placed on the first term probation 

are likely to leave before they graduate. Interestingly, they 

have also observed that students who are placed in second 

term probation are even more likely to leave the program. 

This points out that students’ pre-college education readiness 

could have significant influence on their collage success.  

In this research, we will explore various data mining 

techniques to identify most important academic, personal, 

and financial factors that impact students’ attrition/retention 

decisions at our university. The research in [3] shows very 

low recall values when decision tree approach is used to 

predict student retention rate. We will address this concern 

and evaluate decision tree approach using different number 

of input attributes. Besides decision tree model, we will also 

explore other predictive modeling approaches including 

Naïve Bayesian, neural networks, and rule induction, and 

evaluate these approaches extensively under different 

experimental settings. 

 

III. METHODOLOGIES 

Fig. 1 shows the major components of our system, which 

includes two main branches. One branch is used to 

pre-process the training data and build different predictive 

learning models. The second branch focuses on the 

pre-processing of the unseen test data and the application of 

different learning models to generate comparable prediction 

results. The data pre-processing in both branches consists of 

data collection, feature selection, missing data handling, 

outlier removal, and data transformation. 

 

 
Fig. 1. System architecture. 

 

A. Data Collection and Pre-Processing 

To conduct the research, the freshman enrollment data 

have been collected from 2006 to 2012 academic years. As 

suggested in [1], [2], [8], students’ pre-college academic 

standings, gender, and residency status play important roles 

in the prediction of student retention. Therefore, we have 

included SAT scores, high-school GPA, gender, and living 

on/off campus information into our data set. In addition, we 

add two more attributes to the data set, financial aid status 

and the amount of balance due, because we want to identify 

the potential relationships between a student’s financial 

status and his/her retention status. All of these attributes serve 

as the initial input/independent variables to build our 

predictive learning models. In addition, we use attribute 

RETAINED to denote the dependent or target variable which 

is set to 1 if a student is retained; otherwise it would be 0. 

Below is a list of variables being used in this study and their 

explanations: 

Pre-enrollment variables include: 

1)  AGE: Student Age at the beginning of the academic 

year 

2)  GENDER: F(female), M(male), N(not disclosed) 

3)  PREV_ED_GPA: High school GPA 

4)  RETAINED (target variable): Student retained next 

year (0: No, 1: Yes) 

5)  SAT_READING: Student SAT score 

6)  SAT_MATH Student SAT score 

7)  SAT_WRITING: Student SAT score 

Fall/Winter/Spring term-specific variables include: 

1)  FALL/WINTER/SPRING_BAL: Student term-specific 

financial balance 

2)  FALL/WINTER/SPRING_CUMULATIVE_GPA: 

Student cumulative GPA 

3)  FALL/WINTER/SPRING_GPA: Student term-specific 

GPA 

4)  FALL/WINTER/SPRING_LIVING_ON_CAMPUS: 

Term-specific living on campus status (0: No, 1: Yes)  

5)  FALL/WINTER/SPRING_RECEIVED_FINAID: 

Term-specific financial aid status (0: No, 1: Yes) 

Note that we have used accumulated attributes for analysis. 

This means the analysis for Fall-term will use students’ 

pre-enrollment data plus all the Fall-term related attributes. 

Similarly, the analysis for Winter-term will use 

pre-enrollment, Fall, and Winter related attributes, and the 

analysis for Spring term will use pre-enrollment, Fall, Winter, 

and Spring related attributes.  

Among 7800 training records, 12% of them have missing 

values, and most of the missing values come from the fields 

of SAT scores and high-school GPA. To avoid biased 

analysis, these instances have been removed from the data set. 

In addition, outliers have also been identified and removed 

using distance-based clustering approach. To generate more 

condensed classification models, numerical attributes 

including GPA, SAT, AGE, and BAL have been discretized 

into categorical attributes based on domain knowledge. For 

example, the GPA number schema has been converted to the 

letter grading scale, and the attributes related to financial 

balance have been converted to categorical values with 

specific balance ranges. 

B. Identifying Important Retention Factors 

Even though there exist research papers [1], [5], [6] 

discussing important factors affecting student retention 

probabilities, in this study, we would like to conduct our own 

research to identify the most important factors impacting 

freshman retention status at our institution. Four statistical 
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methods are adopted to determine the importance of each 

independent variable. These methods include Chi-squared 

test, information gain, gain ratio, and correlation analysis 

using local polynomial regression. 
 

TABLE I: NORMALIZED WEIGHTS OF INDEPENDENT VARIABLES 

Variables Information Gain Chi Squared Correlation Gain Ratio 

FALL_LIVING_ON_CAMPUS 0 0 0 0 

GENDER 0.001 0.001 0.024 0.001 

AGE 0.001 0.001 0.029 0.001 

SAT_READING 0.010 0.009 0.096 0.012 

SAT_MATH 0.013 0.012 0.102 0.016 

SAT_WRITING 0.015 0.014 0.119 0.019 

WINTER_LIVING_ON_CAMPUS 0.018 0.017 0.132 0.024 

FALL_RECEIVED_FINAID 0.020 0.019 0.142 0.036 

FALL_BAL 0.029 0.029 0.169 1 
WINTER_BAL 0.043 0.043 0.206 0.942 
PREV_ED_GPA 0.065 0.064 0.259 0.077 

SPRING_BAL 0.065 0.067 0.241 0.937 
SPRING_LIVING_ON_CAMPUS 0.070 0.080 0.290 0.112 

WINTER_RECEIVED_FINAID 0.103 0.102 0.328 0.172 

SPRING_RECEIVED_FINAID 0.276 0.276 0.540 0.431 

FALL_GPA 0.387 0.399 0.621 0.276 

FALL_CUMULATIVE_GPA 0.389 0.402 0.620 0.281 

WINTER_CUMULATIVE_GPA 0.585 0.600 0.729 0.440 

SPRING_CUMULATIVE_GPA 0.711 0.715 0.786 0.538 

WINTER_GPA 0.745 0.763 0.864 0.476 

SPRING_GPA 1 1 1 0.605 

 

Table I shows the normalized weight of each input variable 

generated by the above four methods and the weights higher 

than 0.5 are highlighted.  From Table I, we have the 

following observations: 

1)  Chi-squared analysis and information gain generate the 

exact same ordering of input attributes with little 

variation in numerical values. The ordering of attributes 

generated from correlation analysis with local 

polynomial regression is almost the same as 

Chi-squared test and information gain but with larger 

variation in numerical values. 

2)  The results from information gain, Chi-squared, and 

correlation analysis indicate that students’ first-year 

academic performance, especially their performance in 

Winter and Spring terms  (represented by 

TERM_CUMULATIVE_GPA and TERM_GPA) is 

one of the key factors impacting freshmen’s retention 

status.  

3)  Different from what have been found in [5], our study 

indicates that students’ residency status (represented by 

LIVING_ON_CAMPUS) is not an important factor 

affecting students’ retention status.  

4)  Different from what have been found in [1] [8], our 

study indicates that gender, age, and students’ 

pre-college academic standings (represented by SAT 

and PRE_ED_GPA) contribute very little to students’ 

retention probabilities.  

5)  In general, Spring-term attributes are more important 

than Winter-term attributes, and Winter-term attributes 

are more important than Fall-term and Pre-enrollment 

attributes. This suggests that helping students succeed 

in the last term of their first academic year could 

potentially improve university’s freshman retention 

rate. 

6)  The ordering of attributes by information gain ratio 

indicates that financial balance (represented by 

TERM_BAL) could potentially be an important factor 

impacting freshman retention. Note that the gain ratio 

measure is to remove the potential biases of information 

gain measure when there are too many outcome values 

of an independent attribute. This finding suggests us to 

further evaluate the impact of students’ financial 

situations. We will address this further in later sections. 

C. Classification Models and Their Settings 

One major goal of this research is to develop and evaluate 

multiple classification models for the prediction of freshman 

retention. In this section, we will introduce four learning 

models we have constructed, their settings, and some of the 

results from each model. 

1) C4.5 decision trees 

Among many decision tree approaches, we use WEKA’s 

C4.5 algorithm [9] to build a binary decision tree. This 

algorithm uses pessimistic pruning to remove unnecessary 

branches to improve the accuracy of prediction and we set the 

confidence threshold to 0.25 for pruning. We generate this 

predictive model using 10-cross validation with stratified 

sampling to maintain the original data distribution.  

 

 
Fig. 2. Decision tree by C4.5 algorithm. 

 

Fig. 2 shows a portion of the tree starting from the root 

node. From this snapshot we can see that among many input 

variables, GPA-related variables (represented by 

TERM_CUMULATIVE_GPA and TERM_GPA) are the 

ones being selected early in the decision tree. This indicates 

that GPA-related variables are more important in determining 

the label of target variable RETAINED. In addition, 

International Journal of Information and Education Technology, Vol. 3, No. 5, October 2013

496



SPRING_BAL representing the amount of financial balance 

due is also one of the top selected attributes. These findings 

are consistent with the observations we have discussed in the 

previous section. 

2) Naïve bayes 

The second classification model we have constructed is the 

Naïve Bayes model which is a probability model based on the 

assumption that all the input variables are independent from 

each other. Even though this assumption does not completely 

hold on our data set, our correlation analysis shows that only 

a few variable pairs are highly correlated. For instance, 

FALL_CUMULATIVE_GPA and FALL_GPA have the 

highest normalized correlation value of 0.955, and WINTER 

and SPRING LIVING_ON_CAMPUS have the second 

highest correlation value of 0.813. This correlation analysis 

result suggests us to remove highly correlated and redundant 

variables from the data set for efficiency considerations.  

 

 
Fig. 3. SPRING_GPA vs. class distribution. 

 

Fig. 3 shows the relationship between SPRING_GPA and 

the likelihood of class label generated by the Naïve Bayes 

model. Note that the class attribute RETAINED is a binary 

attribute and the value of 1 denotes a retained case. Fig. 3 

shows the strong impact of SPRING_GPA on students’ 

retention decisions. When SPRING_GPA is either A or B, 

there are more retained students than drop-out students. 

However, as SPRING_GPA gets lower into C, D, F or N/A 

(this denotes the cases when students do not receive any valid 

grades in Spring-term), the proportion of drop-out students to 

retained students increases significantly. 
 

 
Fig. 4. SPRING_RECEIVED_FINAID vs. class distribution. 

 

As mentioned earlier, we are particularly interested in 

identifying the impact of a student’s financial status on 

his/her retention decision. Fig. 4 shows the impact of 

financial aid attribute. Among all the students who have 

received financial aid in Spring-term, the proportion of 

retained freshmen to not-retained freshmen is about 1:0.6. 

However, among all the students who have not received 

financial aid in Spring-term, the proportion of retained 

freshmen to not-retained freshmen is about 1:2.5. This result 

suggests that the university should investigate financial aid 

policy and take preemptive actions to help at-risk students 

stay in the university. 

3) Neural networks 

The third predictive learning model we have constructed is 

the Neural Network model. Since this model cannot handle 

polynomial and binomial values, we have transformed all the 

attributes into numerical values. Furthermore, we have 

identified the optimized settings for the Neural Network 

model. Accordingly, the network has one hidden layer with 

13 nodes and the number of training cycles is set to 500, the 

learning rate is 1.0, the momentum is set to 0.74000001, and 

the error epsilon is 1.0E-5. 

4) Rule induction 

The last learning model we have investigated is the rule 

induction model using Repeated Incremental Pruning to 

Produce Error Reduction (RIPPER) algorithm [10]. The 

reason of choosing rule induction model is because rules are 

intuitive and relatively easy for people to understand. 

RIPPER starts with the less prevalent classes and the 

algorithm iteratively grows and prunes rules until there are no 

positive examples left or the error rate is greater than 50%. In 

the growing phase, for each rule greedily conditions are 

added to the rule until the rule has 100% accuracy. The 

procedure tries every possible value of each attribute and 

selects the condition with the highest information gain.  

Fig. 5 list all the IF-THEN rules generated from the rule 

induction model. The numbers inside parenthesis are the 

number of negative (not-retained) cases versus the number of 

positive (retained) cases covered by each rule. Surprising, 

there are only a total of 14 rules and these 14 rules correctly 

cover 4268 out of 5104 training examples. From these rules 

we can see again, students’ academic performance in terms of 

GPA is a key factor affecting students’ retention decisions 

because there are 9 out of 14 rules having GPA as the 

antecedent or a portion of the antecedent. 

 

 
Fig. 5. IF-THEN rules. 

 

IV. EXPERIMENTAL RESULTS 

As suggested in [1], the decision tree model generates the 

increased performance as the number of input attributes for 

analysis increases. Therefore, we conduct our experiments in 

the same manner by gradually adding more independent 

attributes to our learning models. We start our experiments 

by using pre-enrollment and Fall-term attributes only. Then 

we add Winter-term attributes to the data set. Finally, 

Spring-term attributes are added to the data set. We test all 

four learning models in each case and the performance is 

evaluated using the five performance metrics defined below: 
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TABLE II: COMPARISON OF FOUR LEARNING MODELS 

Model 
Overall 

Accuracy 

Positive 

Precision 

Positive 

Recall 

Negative 

Precision 

Negative 

Recall 

Pre-enrollment + Fall-term Attributes 

C4.5 Decision Tree 81.07 82.29 96.75 66.29 23.51 

Naïve Bayes 77.58 84.50 87.53 47.25 41.04 

Neural Networks 81.24 82.14 97.29 69.14 22.31 

Rule Induction 80.73 81.69 97.29 66.69 19.92 

Pre-enrollment + Fall-term + Winter-term Attributes 

C4.5 Decision Tree 83.12 85.28 94.90 68.03 39.84 

Naïve Bayes 79.97 87.06 87.53 53.25 52.19 

Neural Networks 78.09 87.49 84.16 48.95 55.78 

Rule Induction 82.86 85.38 94.36 66.23 40.64 

Pre-enrollment + Fall-term + Winter-term + Spring-term Attributes 

C4.5 Decision Tree 85.76 87.94 94.90 73.60 52.19 

Naïve Bayes 80.48 88.29 86.66 54.10 57.77 

Neural Networks 86.02 85.89 98.37 87.18 40.64 

Rule Induction 86.27 85.96 98.81 90.18 40.24 

 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
; 

 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
; 

 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
; 

 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒  𝑁𝑒𝑔𝑎𝑡 𝑖𝑣𝑒

𝑇𝑟𝑢𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
. 

 

From Table II, we have the following observations: 

1)  The effect of increased number of input variables: 

As more input variables being added to the data set, all 

four learning models demonstrate improved 

performance. For instance, the overall accuracy using 

rule induction model has increased from 80.73% to 

86.27% when the full set of attributes is being used for 

analysis. Similarly, the negative precision has jumped 

from 66.69% to 90.18% using rule induction model. 

This observation is consistent with the conclusion 

drawn in [1]. Therefore, the best setting for our research 

is to use all the available attributes for the prediction of 

retention rate. 

2)  The comparison of four learning models: One of the 

initial goals of this project is to develop multiple 

classification models for retention prediction and then 

choose the best model for system deployment. Now, the 

question is: among the four learning models we have 

presented in this paper, which one should be selected as 

the final winner? Unfortunately, based on Table II, we 

cannot easily answer this question because the 

performance of these four models varies with regard to 

different performance metrics. If the overall accuracy of 

the prediction system is the major consideration, we can 

use any one of the top three models, i.e., C4.5 decision 

trees, neural networks, and rule induction, because these 

three models provide the overall accuracy of 86% when 

the complete set of independent variables is used. If the 

prediction accuracy for positive (i.e., retained) instances 

is the major concern, then the Naïve Bayes model 

slightly outperforms the other three models because the 

Naïve Bayes model has the positive precision of 88.3% 

which is the highest one among the four models. If the 

goal is to identify as many positive cases as possible,  

then the rule induction model is the winner because it has 

the highest positive recall value of 98.81% among the 

four learning models. If the prediction accuracy for 

negative (i.e., not-retained) instances is the major 

consideration, then again, the rule induction model is the 

winner because it has the highest negative precision of 

90.18%, which is much higher than other three models. 

Finally, if the goal is to recognize as many negative cases 

as possible, then the Naïve Bayes model should be used 

because it generates the highest negative recall of 

57.77%. Therefore, our conclusion is: we cannot simply 

say one model is better than another one because we 

need to take different performance metrics into 

consideration.   
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3) Comparing with other related work: Now we would 

like to compare our learning models with the models 

presented in other research papers. The authors in [3]

have used three decision tree methods to predict the 

probability of students’ retention. They show the 

highest accuracy of 74.4% with C4.5 decision tree 

algorithm and the highest precision of 82.8% and the 

highest recall of 11.4% with adaptive decision tree

(ADT) algorithm. As mentioned earlier, with a low 

recall rate of 11.4%, the system can barely be useful 

because the model has misclassified most of the positive 

instances. In comparison, our predictive models 

correctly recognize 57.77% drop-out students and 

98.81 % of retained students. In addition, the authors in 

[1] have used decision trees, logistic regression, neural 

networks, and ensemble models to predict freshman 

retention. They show the highest overall accuracy of 

80%, the highest negative precision of 78%, and the 

highest negative recall of 52%. Again, based on Table II, 

our learning models outperform theirs regarding all the 

performance metrics.

After presenting the results from our learning models, now 

we would like to further examine the impacts of individual 

variables on the prediction of student retention. During our 

experiments we have observed that there is a certain level of 

correlation between students’ financial balance and their 

retention status. The relation between the target variable 

RETAINED and the independent variable SPRING_BAL is 

shown in Fig. 6. The x-axis is our target variable RETAINED



and the y-axis is the Spring-term financial balance due 

variable SPRING_BAL. It is obvious that the students who 

have SPRING_BAL greater than zero are more likely to 

withdraw from school than those students who do not have 

balance due.  

 

 
Fig. 6. SPRING_BAL vs. RETAINED. 

 

Interestingly, we have also observed the relationship 

between SPRING_GPA and SPRING_BAL. As shown in 

Fig. 7, the students who have financial balance great than 

zero in Spring are more likely to have a SPRING_GPA lower 

than C. This implies that there is a certain degree of 

correlation between students’ financial situation and their 

academic performance, and consequently, students’ 

academic performance impacts students’ retention status. 

 

 
Fig. 7. SPRING_BAL vs. SPRING_GPA. 

 

V. CONCLUSIONS AND FUTURE WORK 

Educational data mining has played an increasingly 

important role recently. This research is to identify the most 

important factors impacting retention decisions and develop 

multiple predictive classification models for retention 

prediction. We have created and analyzed four predictive 

models including decision trees, Naïve Bayes, neural 

networks, and rule induction models.  

Among all the independent input attributes, the attributes 

related to first-year academic performance contribute most to 

retention status. In addition, students’ financial aid status and 

financial balance due also have impact on students’ retention 

decisions. Our study also shows that the more independent 

attributes we use in analysis, the most accurate the system 

could be. 

Comparing all four learning models, the rule induction 

model has the highest overall accuracy, and the IF-THEN 

rules generated from the model are easily understandable by 

users. The Naïve Bayes model presents the lowest accuracy 

among the four models. However, when the goal is to identify 

as many at-risk students as possible, the Naïve Bayes model 

is the winner because it has the highest negative recall rate. 

We also compare our predictive models with other models 

and demonstrate the improvements we have obtained with 

regard to all the performance metrics we have defined. 

Even though the resulting classification models show the 

overall good prediction results, there is certainly room for 

improvement. For instance, additional personal background 

attributes such as parents educational background, high 

school rankings, and first-generation college status could be 

added to pre-enrollment attribute set to make better 

predictions. Similarly, if we add more attributes such as the 

number of credits taken, the number of class withdrawals, 

and student credit overload indicator to the term-based 

attribute sets, improvements on the prediction accuracy could 

be expected. Since most students in our data set are retained 

students, this implies an imbalanced data distribution on class 

attribute. This may consequently affect the precision and 

recall for negative (not-retained) cases. It is worth further 

investigation to find better classification models in handling 

imbalanced data sets. 
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