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Abstract—Bagging is commonly used to improve the 

performance of a classification algorithm by first using 

bootstrap sampling on the given data set to train a number of 

classifiers and then using the majority voting mechanism to 

aggregate their outputs. However, the improvement would be 

limited in the situation where the given data set contains 

missing values and the algorithm used to train the classifiers is 

sensitive to missing values. We propose an extension of bagging 

that considers not only the weights of the classifiers in the voting 

process but also the incompleteness of the bootstrapped data 

sets used to train the classifiers. The proposed extension assigns 

a weight to each of the classifiers according to its classification 

performance and adjusts the weight of each of the classifiers 

according to the ratio of missing values in the data set on which 

it is trained. In experiments, we use two classification 

algorithms, two measures for weight assignment, and two 

functions for weight adjustment. The results reveal the potential 

of the proposed extension of bagging for working with 

classification algorithms sensitive to missing values to perform 

classification on data sets having small numbers of instances but 

containing relatively large numbers of missing values. 

 

Index Terms—Bagging, missing values, multilayer 

perceptron, sequential minimal optimization. 

 

I. INTRODUCTION 

For classification, an ensemble is a group of classifiers and 

represents an instance of collective intelligence. One of the 

possible advantages of using an ensemble rather than a single 

classifier is the enhancement of the classification 

performance for low-quality data [1], [2]. 

Bagging (bootstrap aggregating) is an ensemble algorithm 

and has caused general interests since it was proposed by 

Breiman in mid-1990's [3]. It has been applied in various 

applications and also exerts influence on some other 

ensemble algorithms. Bagging is commonly used to improve 

the performance of a classification algorithm. Given a data 

set, it first uses bootstrap sampling to generate data sets that 

later will be used to train classifiers, and then it uses the 

majority voting mechanism to aggregate outputs of the 

classifiers [3], [4].  

In many real-world applications, the situation is that the 

data contain missing values but the classification algorithm 

considered the best for the data is sensitive to missing values. 

Two examples are multilayer perceptron (MLP, a type of 

artificial neural network algorithms) [5] and sequential 

minimal optimization (SMO, a type of support vector 

 
 

 

 

 

 

 

machine algorithms) [6], [7]. In such a situation, the 

improvement given by bagging would be limited. The goal of 

this paper is to present an approach to improve the 

performance of bagging when it is used with the two 

algorithms in such a situation. 

We propose an extension of bagging, weight-adjusted 

bagging. It assigns a weight to each of the classifiers in an 

ensemble according to the classification performance 

achieved by each classifier, and it takes into account the 

weights of the classifiers in the voting process. Moreover, it 

takes into account the incompleteness of the data sets 

generated by bootstrap sampling (sampling with replacement) 

and used to train the classifiers, and it adjusts the weight of 

each classifier according to the ratio of missing values in the 

data set on which each classifier is trained. 

For weight assignment, we use accuracy or F1-measure; 

for weight adjustment, we propose two functions (as 

introduced later). Neither using weighted voting in an 

ensemble [8] nor using weight adjustment in an ensemble [9] 

is a new idea, but the idea presented in this paper is different 

from others in that it incorporates the information about the 

characteristics of the data sets used in training into the 

process in which the individual outputs of classifiers in an 

ensemble are aggregated to form the final output of the 

ensemble. That is, it considers the context in which the 

classifiers in an ensemble were trained. From such a point of 

view, this paper is the foundation for research on 

context-aware aggregation for ensembles. 

The rest of this paper is organized as follows: We present 

the procedures of the proposed extension of bagging for 

training and testing in Section II, report the experimental 

results in Section III, and discuss related papers in Section IV. 

Finally, we conclude this paper in Section V. 

 

II. PROCEDURES 

The procedure to create any classifiers, including 

ensembles, is called training; the procedure to use a classifier, 

or an ensemble, in called testing in this paper. These two 

procedures are the main focus of this section.  

Bagging creates or trains an ensemble in 2 steps: First, it 

uses bootstrap sampling to generate a number of training sets. 

Second, it applies the pre-specified classification algorithm 

on the training sets one by one to create a number of 

classifiers. How bagging creates or trains an ensemble is 

illustrated in Fig. 1. The proposed extension of bagging also 

uses the same steps to create or train an ensemble, but it 

additionally records the information about the characteristics 

of training sets. 

Two major ingredients to train a classifier are the 

algorithm and the training set. The classification performance 
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of a classifier depends on how good its classification 

algorithm is and how good its training set is. Since we use 

only one classification algorithm to train all the classifiers in 

an ensemble (and there is no classification algorithm that can 

outperform all others in all applications), we relate the quality 

of a classifier to the quality of its training set. That is, we 

consider the situation, or the context, in which a classifier is 

trained by a pre-specified algorithm in a training set. 

We further relate the quality of a training set of a classifier 

to the completeness (or the incompleteness) of the training set. 

Since in this paper we are interested in the situation where the 

used classification algorithms, e.g. MLP and SMO, are 

sensitive to missing values, we relate the quality of a training 

set of a classifier to the ratio of missing values, or the sparsity, 

of the training set. 
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Fig. 1. Procedure for training. 

 

Fig. 2 presents the procedure of weight-adjust bagging for 

testing. For a new data record, bagging will give it to the 

classifiers and aggregate their outputs to form the final output. 

The proposed extension of bagging will do the same but 

additionally uses the values of the sparsity of the training sets 

of classifiers when performing aggregation (indicated by the 

solid lines connecting “sparsity of training set” to 

“aggregation” in Fig. 2). It performs aggregation in 2 steps, 

namely weight assignment and weight adjustment. Fig. 2 

presents what makes the proposed extension of bagging 

different from bagging and its other extensions. 

For weight assignment, the first option is to use accuracy. 

The more accurate a classifier is, the better it is, and the more 

weight it will be given. The second option is to use 

F1-measure, the harmonic mean of precision and recall. The 

higher value of F1-measure a classifier achieves, the better it 

is, and the more weight it will receive. We calculate accuracy 

and F1-measure on training sets. This makes unnecessary the 

use of validation sets (while it is not always easy to obtain 

more or larger data sets in some applications), and this helps 

us obtain a group of classifiers, each of which is specifically 

trained on a portion of the given data set (generated by using 

bootstrap sampling). Assigning weights to classifiers 

according to their training performance would increase the 

risk of overfitting. The risk could be decreased by weight 

adjustment. From the experimental results reported in 

Section III, we can find data sets on which weighted bagging 

is no better than bagging but is weight-adjustment bagging. 
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Fig. 2. Procedure for testing. 

 

We propose to use two functions for weight adjustment. 

Each adjusts the weight of a classifier in an ensemble created 

by weighted-adjusted bagging according to the sparsity of its 

training set. Equation (1) gives the definition of the sparsity 

of a data set, denoted by s (0 ≤ s ≤ 1) and calculated by 

dividing the number of missing values by the product of the 

number of instances and the number of attributes. 

 

𝑠 =
# 𝑚𝑖𝑠𝑠𝑖𝑛𝑔  𝑣𝑎𝑙𝑢𝑒𝑠

# 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠  ×# 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠
                             (1) 

 

The core idea of weight adjustment is to help identify 

effective (or ineffective) classifiers. It can be broken down 

into 4 parts or points, as given below: 

1) If a classifier performs well on a low-quality training set 

(i.e. a difficult data set), we conclude that it is an effective 

classifier with a higher degree of confidence, and we 

would expect it to demonstrate satisfactory classification 

performance when it is given new and unseen data; 

therefore, we should increase its weight. 
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2) If a classifier performs well on a high-quality training set 

(i.e. an easy data set), we are less confident that it is an 

effective classifier because most of its effectiveness may 

be contributed by the easiness of its training set but not its 

underlying classification algorithm; we consider 

increasing its weight, but not as much as we do in the 

previous one.. 

3) If a classifier does not performs well on a high-quality 

training set (i.e. an easy data set), we conclude that it is 

not an effective classifier with a higher degree of 

confidence, and we would not expect it to demonstrate 

satisfactory classification performance when it is given 

new and unseen data; therefore, we should decrease its 

weight. 

4) If a classifier does not perform well on a low-quality 

training set (i.e. a difficult data set), we are less confident 

that it is an ineffective classifier because its poor 

performance may not be caused by its underlying 

classification algorithm but the low-quality training set; 

we consider decreasing its weight, but not as much as we 

do in the previous one. 

Based on the core idea describe above, we propose two 

functions for weight adjustment. For the i-th classifier in an 

ensemble created by weighted-adjusted bagging, the original 

and adjusted values of its weight are denoted by wi
original and 

wi
adjusted, respectively. Equation (2) shows the first function 

used to adjust weights, where EXP is the exponential 

function. 

 

𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑
𝑖 = 𝑤𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝑖 × EXP 𝑠                     (2) 

 

Equation (3) shows the second function used to adjust 

weights, where LOG is the logarithmic function. It is valid 

only when s is lower than 0.5. For a value of s closer to 0.5, (3) 

the adjusted value of the weight of a classifier given by (3) is 

higher than that given by (2). That is, a classifier whose 

training set contains missing values is compensated more by 

(3) than by (2), and the compensation is higher when there are 

more missing values. 

 

𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑
𝑖 = 𝑤𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝑖 ×  1 + LOG 
0.5+𝑠

0.5−𝑠
            (3) 

 

There are surely other possible functions suitable for 

weight adjustment, and an exploration of other possibilities is 

part of the future work. 

 

III. EXPERIMENTS 

The main aim of this section is to report and discuss 

experimental results. 

A. Data Sets 

Data sets used in experiments are downloaded from the 

Internet [10], [11] and summarized in Table I. Each data set is 

associated with a binary classification problem. In Table I, 

the columns from left (the 1st) to right (the 5th) specify the 

name, the size1, the dimension (the size of the attribute or 

 
We use small data sets because the employed implementations of MLP and 

SMO take much time when unning on the adopted computing platform. We 

would resolve the issue in the near future. 

feature space), the percentage of the minority class, and the 

sparsity of a data set, respectively. Data sets are sorted by 

their values of sparsity (where sparsity is the relative number 

of empty cells if we view a data set as a data matrix) in an 

ascending order and their numbers of instances in a 

descending order. 
 

TABLE I: SUMMARY OF DATA SETS 

name instances attributes minority % sparsity % 

cleveland 303 13 45.9 0.2 

breast-w 699 9 34.5 0.3 

breast-tumor 286 9 29.7 0.3 

credit-a 690 15 44.5 0.6 

credit 490 15 44.3 0.6 

biomed 209 8 35.9 0.9 

audiology-n 226 69 9.7 2 

runshoes 60 10 30 2.3 

echo-months 130 7 32.3 4.4 

vote 435 16 38.6 5.6 

hepatitis 155 19 20.6 5.7 

schizo 340 13 47.9 18.9 

hungarian 294 13 36.1 20.5 

colic 368 22 16.2 23.8 

labor 57 16 35.1 35.7 

 

Roughly speaking, the levels of quality of the data sets 

decrease or the levels of difficulty of the data sets increase 

from top to bottom of Table I. That is, the data sets in the 

upper part of Table I are associated with the classification 

problems more difficult than those with which the data sets in 

the lower part of Table I are associated.  

B. Settings 

Using WEKA [12], we extend its implementation of 

bagging, and we use its implementations of MLP (multilayer 

perceptron) and SMO (sequential minimal optimization) with 

their default parameters. 5 × 2 CV (5 iterations of 2-fold 

cross-validation) is commonly used in model comparison. 

2-fold cross-validation generates a testing set as large as the 

corresponding training set, and this helps us examine the 

generalization capability of the compared models. In what 

follows, we report and discuss results from 10 × 2 CV, where 

different seeds of random numbers are used in different 

iterations. 

We compare bagging (B), weighted bagging (WB), and 

weight-adjusted bagging (WAB) in experiments. The number 

of the classifiers in an ensemble created by any of the 3 

algorithms is set to 10. 

C. Results 

In this subsection, we report and discuss the experimental 

results. First of all, we report results in accuracy for MLP  in 

Table II. Then, we report results in F1-measure for MLP, 

accuracy for SMO, and F1-measure for SMO in Table III, 

Table IV, and Table V, respectively. 

In each of these tables, the 1st (the leftmost) and the 2nd (the 

second leftmost) columns specify the name of a data set and 

the algorithm, respectively. The other 4 columns are results 

corresponding to the following 4 cases: 

1) Accuracy is used for weight assignment and (2) is used 

for weight adjustment (the 3rd column) 

2) F1-measure is used for weight assignment and (2) is used 

for weight adjustment (the 4th column) 

3) Accuracy is used for weight assignment and (3) is used 

for weight adjustment (the 5th column) 
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4) F1-measure is used for weight assignment and (3) is used 

for weight adjustment (the 6th column) 

Below is the summary of the results reported in Table II: 

For all the 4 cases, WB is better than B on 4 data sets, while 

WAB is better than both WB and B on at least 7 data sets. For 

Case 3, WAB is better than the others on 8 out of 15 data sets. 

WAB is better than WB and B on hepatitis, schizo, hungarian, 

colic, and labor, which are the data sets of higher values of 

sparsity. 
 

TABLE II: RESULTS IN ACCURACY FOR MLP 

data set algorithm Acc&(2) F1&(2) Acc&(3) F1&(3) 

cleveland 

B 0.81 0.81 0.81 0.81 

WB 0.802 0.802 0.802 0.802 

WAB 0.802 0.801 0.802 0.802 

breast-w 

B 0.954 0.954 0.954 0.954 

WB 0.954 0.954 0.954 0.954 

WAB 0.954 0.954 0.954 0.954 

breast-tumor 

B 0.555 0.555 0.555 0.555 

WB 0.563 0.563 0.563 0.563 

WAB 0.567 0.566 0.568 0.568 

credit-a 

B 0.848 0.848 0.848 0.848 

WB 0.847 0.847 0.847 0.847 

WAB 0.848 0.848 0.849 0.849 

credit 

B 0.856 0.856 0.856 0.856 

WB 0.856 0.856 0.856 0.856 

WAB 0.856 0.856 0.856 0.856 

biomed 

B 0.867 0.867 0.867 0.867 

WB 0.864 0.864 0.864 0.864 

WAB 0.863 0.864 0.862 0.863 

audiology-n 

B 0.916 0.916 0.916 0.916 

WB 0.916 0.916 0.916 0.916 

WAB 0.914 0.913 0.914 0.913 

runshoes 

B 0.708 0.708 0.708 0.708 

WB 0.698 0.698 0.698 0.698 

WAB 0.7 0.695 0.7 0.702 

echo-months 

B 0.672 0.672 0.672 0.672 

WB 0.668 0.668 0.668 0.668 

WAB 0.673 0.675 0.673 0.672 

vote 

B 0.95 0.95 0.95 0.95 

WB 0.951 0.951 0.951 0.951 

WAB 0.951 0.951 0.951 0.951 

hepatitis 

B 0.808 0.808 0.808 0.808 

WB 0.812 0.812 0.812 0.812 

WAB 0.821 0.821 0.823 0.821 

schizo 

B 0.562 0.562 0.562 0.562 

WB 0.565 0.565 0.565 0.565 

WAB 0.571 0.571 0.569 0.569 

hungarian 

B 0.811 0.811 0.811 0.811 

WB 0.811 0.811 0.811 0.811 

WAB 0.818 0.818 0.819 0.819 

colic 

B 0.808 0.808 0.808 0.808 

WB 0.806 0.806 0.806 0.806 

WAB 0.81 0.81 0.81 0.811 

labor 

B 0.851 0.851 0.851 0.851 

WB 0.851 0.851 0.851 0.851 

WAB 0.865 0.865 0.865 0.865 

 

We report results in F1-measure for MLP in Table III, 

which is in the same format as Table II. 

Below is the summary of the results reported in Table III: 

For all the 4 cases described earlier, WB outperforms B on 7 

data sets, and WAB outperforms both WB and B on 7 data 

sets. WAB outperforms both WB and B on the data sets 

hepatitis, schizo, hungarian, colic, and labor, which are the 

data sets of higher values of sparsity (i.e. data sets containing 

larger numbers of missing values). 

On the data sets, breast-tumor, runshoes, and echo-months, 

all 3 algorithms give values of F1-measure lower than 0.5, 

indicating that the results are not practically meaningful. If 

we exclude results obtained on the three data sets, we observe 

that, for all the 4 cases, WB outperforms B on 6 data sets, and 

WAB outperforms both WB and B on 6 data sets. 
 

TABLE III: RESULTS IN F1-MEASURE FOR MLP 

data set algorithm Acc&(2) F1&(2) Acc&(3) F1&(3) 

cleveland 

B 0.788 0.788 0.788 0.788 

WB 0.784 0.784 0.784 0.784 

WAB 0.784 0.784 0.785 0.784 

breast-w 

B 0.932 0.932 0.932 0.932 

WB 0.933 0.933 0.933 0.933 

WAB 0.933 0.933 0.933 0.933 

breast-tumor 

B 0.439 0.439 0.439 0.439 

WB 0.422 0.422 0.422 0.422 

WAB 0.426 0.428 0.429 0.43 

credit-a 

B 0.831 0.831 0.831 0.831 

WB 0.828 0.828 0.828 0.828 

WAB 0.828 0.828 0.829 0.829 

credit 

B 0.839 0.839 0.839 0.839 

WB 0.836 0.836 0.836 0.836 

WAB 0.837 0.837 0.836 0.836 

biomed 

B 0.814 0.814 0.814 0.814 

WB 0.806 0.806 0.806 0.806 

WAB 0.805 0.806 0.803 0.805 

audiology-n 

B 0.578 0.578 0.578 0.578 

WB 0.586 0.586 0.586 0.586 

WAB 0.589 0.588 0.589 0.588 

runshoes 

B 0.427 0.427 0.427 0.427 

WB 0.431 0.431 0.431 0.431 

WAB 0.441 0.434 0.444 0.445 

echo-months 

B 0.445 0.445 0.445 0.445 

WB 0.429 0.429 0.429 0.429 

WAB 0.439 0.442 0.436 0.441 

vote 

B 0.936 0.936 0.936 0.936 

WB 0.938 0.938 0.938 0.938 

WAB 0.937 0.937 0.937 0.937 

hepatitis 

B 0.549 0.549 0.549 0.549 

WB 0.548 0.548 0.548 0.548 

WAB 0.566 0.567 0.568 0.565 

schizo 

B 0.501 0.501 0.501 0.501 

WB 0.529 0.529 0.529 0.529 

WAB 0.534 0.533 0.531 0.531 

hungarian 

B 0.719 0.719 0.719 0.719 

WB 0.726 0.726 0.726 0.726 

WAB 0.739 0.739 0.741 0.74 

colic 

B 0.726 0.726 0.726 0.726 

WB 0.729 0.729 0.729 0.729 

WAB 0.736 0.737 0.737 0.737 

labor 

B 0.794 0.794 0.794 0.794 

WB 0.794 0.794 0.794 0.794 

WAB 0.814 0.814 0.814 0.814 

 

For SMO, we report results in accuracy and F1-measure in 

Tables IV and V, respectively. They are also in the same 

format as Table II. 

The results reported in Table IV are summarized as 

follows: For all the 4 cases described earlier, WB aceieves 

better performance than B does on 4 data sets, while 

compared with both WB and B, WAB achieves better 

performance on at least 9 out of 15 data sets. For Case 2, 

WAB is better than both WB and B on 11 out of data sets. 

WAB outperforms both WB and B on the data sets schizo, 

hungarian, and colic, abd these are data sets of higher values 

of sparsity, which usually cause problems to SMO (and 

MLP). 

The results reported in Table V are summarized as follows: 

For all the 4 cases described earlier in this subsection, WB is 

better than B on 6 data sets, while compared with both WB 

and B, WAB is better on at least 5 data sets. For Cases 2 and 4, 

WAB is outperforms both WB and B on 8 out of 15 data sets. 
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On the data sets schizo, hungarian, and colic, which are those 

of higher values of sparsity, WAB achieve better 

performance than do WB and B. Combining the results 

reported here with those reported in Table III, we conclude 

that WAB is a better option when MLP or SMO is employed 

in the situation where the amount of the available data 

records are not as many as expected and the quality of them 

are not as high as expected. We often find us in such a 

situation when dealing with medicine data or survey data. 

 
TABLE IV: RESULTS IN ACCURACY FOR SMO 

data set algorithm Acc&(2) F1&(2) Acc&(3) F1&(3) 

cleveland 

B 0.826 0.826 0.826 0.826 

WB 0.825 0.825 0.825 0.825 

WAB 0.825 0.827 0.825 0.827 

breast-w 

B 0.965 0.965 0.965 0.965 

WB 0.966 0.966 0.966 0.966 

WAB 0.966 0.966 0.966 0.966 

breast-tumor 

B 0.587 0.587 0.587 0.587 

WB 0.587 0.587 0.587 0.587 

WAB 0.59 0.591 0.589 0.591 

credit-a 

B 0.851 0.851 0.851 0.851 

WB 0.851 0.851 0.851 0.851 

WAB 0.852 0.853 0.852 0.852 

credit 

B 0.859 0.859 0.859 0.859 

WB 0.859 0.859 0.859 0.859 

WAB 0.86 0.86 0.859 0.859 

biomed 

B 0.874 0.874 0.874 0.874 

WB 0.874 0.874 0.874 0.874 

WAB 0.874 0.877 0.875 0.877 

audiology-n 

B 0.938 0.938 0.938 0.938 

WB 0.937 0.937 0.937 0.937 

WAB 0.937 0.936 0.936 0.936 

runshoes 

B 0.755 0.755 0.755 0.755 

WB 0.76 0.76 0.76 0.76 

WAB 0.76 0.765 0.75 0.757 

echo-months 

B 0.678 0.678 0.678 0.678 

WB 0.677 0.677 0.677 0.677 

WAB 0.683 0.69 0.682 0.689 

vote 

B 0.953 0.953 0.953 0.953 

WB 0.952 0.952 0.952 0.952 

WAB 0.957 0.956 0.957 0.957 

hepatitis 

B 0.835 0.835 0.835 0.835 

WB 0.835 0.835 0.835 0.835 

WAB 0.838 0.835 0.836 0.835 

schizo 

B 0.58 0.58 0.58 0.58 

WB 0.581 0.581 0.581 0.581 

WAB 0.584 0.588 0.585 0.586 

hungarian 

B 0.82 0.82 0.82 0.82 

WB 0.822 0.822 0.822 0.822 

WAB 0.829 0.828 0.829 0.828 

colic 

B 0.802 0.802 0.802 0.802 

WB 0.801 0.801 0.801 0.801 

WAB 0.808 0.808 0.809 0.808 

labor 

B 0.863 0.863 0.863 0.863 

WB 0.858 0.858 0.858 0.858 

WAB 0.86 0.861 0.863 0.863 

 

Moreover, on the data sets, breast-tumor, runshoes, and 

echo-months, all 3 algorithms give values of F1-measure 

lower than 0.5, indicating that the results are not practically 

meaningful. If we exclude results obtained on the three data 

sets, we observe that, for all the 4 cases, WB is better than B 

on 5 data sets. For Cases 1 and 3, WAB is better than the 

others on 5 data sets; for Cases 2 and 4, WAB is better than 

the others on 7 data sets. 

Although the experimental results do not indicate the best 

among the 4 cases, they do give the following suggestions: If 

we are going to use WAB with MLP, we can use F1-measure 

for weight assignment and (2) for weight adjustment. If we 

are going to use WAB with SMO, we can use F1-measure for 

weight assignment and (2) or (3) for weight adjustment.  

For the data set labor, having a small number of instances 

but containing a relatively large number of missing values, 

the best performance measured by either accuracy or 

F1-measure is given by using WAB with MLP. This reveals 

the potential of weighted-adjusted bagging for dealing with 

small data sets of large values of sparsity. 
 

TABLE V: RESULTS IN F1-MEASURE FOR SMO 

data set algorithm Acc&(2) F1&(2) Acc&(3) F1&(3) 

cleveland 

B 0.804 0.804 0.804 0.804 

WB 0.805 0.805 0.805 0.805 

WAB 0.805 0.807 0.805 0.807 

breast-w 

B 0.95 0.95 0.95 0.95 

WB 0.95 0.95 0.95 0.95 

WAB 0.951 0.95 0.951 0.95 

breast-tumor 

B 0.407 0.407 0.407 0.407 

WB 0.383 0.383 0.383 0.383 

WAB 0.391 0.42 0.389 0.42 

credit-a 

B 0.844 0.844 0.844 0.844 

WB 0.842 0.842 0.842 0.842 

WAB 0.843 0.844 0.843 0.843 

credit 

B 0.849 0.849 0.849 0.849 

WB 0.846 0.846 0.846 0.846 

WAB 0.849 0.848 0.848 0.847 

biomed 

B 0.813 0.813 0.813 0.813 

WB 0.81 0.81 0.81 0.81 

WAB 0.81 0.813 0.811 0.813 

audiology-n 

B 0.654 0.654 0.654 0.654 

WB 0.664 0.664 0.664 0.664 

WAB 0.662 0.659 0.658 0.659 

runshoes 

B 0.454 0.454 0.454 0.454 

WB 0.467 0.467 0.467 0.467 

WAB 0.467 0.488 0.467 0.501 

echo-months 

B 0.327 0.327 0.327 0.327 

WB 0.317 0.317 0.317 0.317 

WAB 0.314 0.392 0.314 0.39 

vote 

B 0.939 0.939 0.939 0.939 

WB 0.939 0.939 0.939 0.939 

WAB 0.944 0.944 0.945 0.945 

hepatitis 

B 0.572 0.572 0.572 0.572 

WB 0.556 0.556 0.556 0.556 

WAB 0.569 0.566 0.562 0.565 

schizo 

B 0.535 0.535 0.535 0.535 

WB 0.547 0.547 0.547 0.547 

WAB 0.55 0.559 0.552 0.556 

Hungarian 

B 0.729 0.729 0.729 0.729 

WB 0.734 0.734 0.734 0.734 

WAB 0.745 0.745 0.745 0.744 

Colic 

B 0.722 0.722 0.722 0.722 

WB 0.727 0.727 0.727 0.727 

WAB 0.738 0.737 0.738 0.737 

Labor 

B 0.801 0.801 0.801 0.801 

WB 0.783 0.783 0.783 0.783 

WAB 0.79 0.79 0.793 0.792 

 

IV. DISCUSSIONS 

In this section, we discuss some other papers that are 

related to or can get benefit from this paper. 

Despite its simplicity, the majority voting mechanism 

adopted by bagging has been found effective in practice. One 

can assign more weights to classifiers showing better 

classification performance and use weighted voting, and one 

can find situations where weighted voting is better than the 

simple majority voting [13]. The weight of a classifier 

depends on its classification performance [14]. However, 

most people overlook the fact that the classification 

performance of a classifier depends on its underlying 
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classification algorithm and the data set used in its training. 

When a classifier shows good classification performance, we 

need to identify the source of its effectiveness; when a 

classifier shows poor classification performance, we need to 

identify the source of its ineffectiveness – is it from the 

underlying algorithm or the training set? Both the idea of 

weight adjustment proposed by Kim et al. [9] and the one 

presented in this paper are proposed to reduce (as much as 

possible) the effects from the differences in the training 

contexts of classifiers. This paper is unique in that it explicitly 

takes the sparsity of the training set into account. 

Ensembles of neural networks have been studied by many 

researchers. For example, Optiz and Shavlik studied how to 

generate an ensemble composed of more accurate neural 

networks [15]; Optiz and Maclin empirically evaluated 

algorithms (including bagging) to create ensembles of neural 

networks [16]; Zhou, Wu, and Tang studied the impact of the 

size of an ensemble of neural networks [17]; Chen and Yu 

proposed to use particle swarm optimization to determine 

optimal weights for the classifiers in an ensemble of neural 

networks created by bagging and then use weighted 

averaging [18]. 

Ensembles of support vector machines (SVMs) have also 

been studied by many researchers. Below are examples: Kim 

et al. studied bagging with SVM and concluded that it is 

better than single SVM in terms of classification accuracy 

[19], [20]; Wang and Lin proposed an extension of bagging 

that trains SVM classifiers specifically for classes [20]; 

Wang et al. empirically studied the performance of 

ensembles of SVMs and concluded that “although SVM 

ensembles are not always better than a single SVM, the SVM 

bagged ensemble performs as well or better than other 

methods with a relatively higher generality “ [22]. 

In addition, ensembles of neural networks have been 

applied in applications as diverse as, for example, ozone 

concentration prediction [23], image classification [24], [25], 

cancer cell identification [26], financial decision making [27], 

credit risk analysis [28] and credit scoring [29], computer 

virus detection [30], precision fertilization modeling [31], 

and pulmonary nodule classification [32]. Ensembles of 

SVMs have also been applied in various applications, such as 

face image classification [33], human splice site 

identification [34], fault diagnosis [35], [36], malware 

detection [37], document summarization [38], protein 

structural class prediction [39], and visual object recognition 

[40]. These papers indicate the potential applications in 

which this paper can be applied. 

 

V. CONCLUSIONS AND FUTURE WORK 

One of the possible advantages provided by ensembles is 

the improvement of the classification performance for 

low-quality data. Bagging is an algorithm for ensemble 

creation and has been applied in various applications. In 

many real-world applications, the obtained data sets contain 

missing values while the classification algorithm considered 

the best for the applications is sensitive to missing values. 

We presented an approach to improve the performance of 

bagging when it is used with the multilayer perceptron and 

sequential minimal optimization algorithms and the given 

data set for training contains missing values. The presented 

approach is named weighted-adjusted bagging. For each of 

the classifiers in a created ensemble, weight-adjusted 

bagging assigns a weight to it according to its classification 

performance and adjusts its weight according to the sparsity 

of its training set. For weight assignment, we use accuracy or 

F1-measure; for weight adjustment, we use two functions 

each of which assigns more weights to classifiers whose 

training sets contain more missing values. The experimental 

results reveal that weight-adjusted bagging can outperform 

both bagging and weighted bagging, especially on data sets 

that have small numbers of instances but contain relatively 

large numbers of missing values. 

The extensions of bagging that use weighted voting or 

weight adjustment are not new, but what is presented in this 

paper is new in the sense that it incorporates the information 

about the characteristics of the training sets into the voting 

process. In other words, it considers the context in which the 

classifiers in an ensemble were trained, and therefore it 

serves as the foundation for research on context-aware 

aggregation for ensembles. 

The future work of this paper includes 1) using measures 

other than accuracy and F1-measure in weight assignment, 2) 

using factors other than sparsity of the training set in weight 

adjustment, 3) using functions different from those proposed 

in this paper in weight adjustment, and 4) using weight 

adjustment in ensemble algorithms other than bagging. 
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