
  

  

application based on hand gesture recognition. Virtual touch is 
a concept whereby any normal surface with no internal 
circuitry and hardware for touch sensitivity, is converted into a 
touch sensitive surface by using image processing techniques. 
Using such a technique the paper presents the transformation of 
a plain white wall into a large touch wall. The virtual touch wall 
aims at building a gesture sensitive environment for users, to 
provide them new ways of interaction in their work atmosphere 
and in their recreational space. The hardware requirements of 
the system are kept on the minimum , limiting only to a simple 
USB webcam and  a PC .Other alternatives to the PC have also 
been presented , such as the Beagle Board , which is a mini 
version of a PC  and very inexpensive .The approach is based on 
simple and fast motion detection trying to eliminate 
unnecessary regions of interest and a recognition algorithm 
based on the hand contours , their convexities and a further 
comparison of hand shapes based on HU moment matching 
which works on image contours .The paper also presents a way 
of improving the  distorted hand contours by distinguishing 
between external contours and holes and explicitly filling up 
holes .The use of a predefined set of  contours  for each gesture 
helps  in better recognition .A simple state machine is 
implemented to further improve reliability .A total of 5 gestures 
have been implemented and tested on the PC and the Beagle 
Board and the performance compared. The Linux XLIB library 
and the X display functions have been utilized to control mouse 
cursor actions and other display properties of the wall. 
 

Index Terms— Gesture Recognition, HU Moments, Hand 
Tracking, Contours, Xlib, Beagle Board, virtual gesture wall 
 

I. INTRODUCTION 

One of the greatest gifts of almost all living things in this 
world is the ability to communicate through vocals and 
actions. Human and machine interaction by far has only  been 
through simple means of communication like a mouse , 
keyboard or switches .Voice recognition and gesture 
recognition are two powerful and more natural means of 
communicating with machines as is with human beings . 

There are innumerable instances where conventional 
applications can be replaced with hand gestures[1]-[4]. In 
many cases special gloves or markers have been used for 
efficient detection and tracking which constraints the user 
and other vases demand a very simple and plain background 
[5]-[7]. In [8] a very real time method of hand gesture 
recognition based on convexity defects is presented but an 
analysis based only on convexity defects is dependent on 
smoothness of background. [9] Implements gesture 
recognition based on Hausdroff distance but is not real time 
especially when implemented on dedicated systems such as 

 
Manuscript received December 20, 2011; revised February 10, 2012. 
P. N. V. S. Gowtham is with the Department of Electronics and 

Communications, International Institute of Information Technology (e-mail: 
gowtham.peddada@gmail.com). 

Beagle Board .This paper attempts to solve these problems by 
proposing a real time gesture recognition system with no user 
constraints and with any kind of background environment. 
Further the paper presents a practical application of gesture 
recognition by implementing an interactive gesture based 
virtual touch wall. Such a system consists of a projector, a 
projecting surface and a processing unit. Interaction between 
the user and the projecting surface is based on gestures than 
on conventional methods such as mice and keyboard. Such a 
system provides a new dimension for users in their work, 
gaming and recreational aspects of their lives. 

II. SYSTEM ARCHITECTURE AND HARDWARE BLOCKS 
Based on hardware level abstraction, the entire system is 

sub divided into three major hardware modules. They are the 
Beagle Board module, the Camera Module and the Projection 
Module. 

Fig. 1 shows the physical arrangement of the entire system. 
 

 
Fig. 1. Physical system setup 

A. The Beagle Board Module 
The role of this module is to accept frames from the 

camera module and perform several image processing 
algorithms on the frame and display its output on the 
projection module. Beagle board is a low-cost, single board 
computer developed by Texas Instruments [10], [11]. It is 
equipped with OMAP-3530 System on chip processor, which 
includes an ARM Cortex-A8 core. Ubuntu Natty 11.04 is 
installed on the Board using an external SD card, prior to 
which the card is set up with an MSDOS type boot partition 
and the Linux File System partition[12]. The OS which is in 
the form of a tar file is untarred using the command: 

tar –xjvf armel-rootfs.tgz 

This function copies the root file system to the file system 
partition. The boot files namely MLO, U-boot and Uimage 
are copied to the Boot partition manually in specific order. 
The SD card is then placed on the SD/MMC card slot of the 
board and the user button is used to boot the OS. Fig. 2a 
shows the Beagle Board and its internal architecture.Opencv 
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D. Contour Cropping and Contour Approximations 
The most useful information of the lies in its 

fingers .Hence the hand contour is cropped to the upper 
portion, leaving only the orientation of the fingers to 
analyze .Fig. 4.4a shows the upper half contour. 

This output contour is still uneven in shape with very small 
distortions. Hence a polygon approximation of the contour is 
done to approximate the upper part of the hand as a 
polygon .This yields a contour derived of straight line 
segments making it easier in finding convexities .The result 
of polygon approximation is shown in Fig. 4.4b. 

E. Finding Convexity Defects 
Convexity defects are valley points. In particular, 

convexity defects are sequences of contour points between 
two consecutive contour vertices on the contour Hull. Fig. 
4.5a , 4.5b , 4.5c , 4.5d , 4.5e  shows the convexity defects in a 
palm , open thumb , V shaped fingers , a fist , and in three 
fingers  .These convexity defects are very useful in providing  
information about the location and state of the fingers . In the 
figures below, the pure white markers are the convexity 
defects or the valley points and the dark markers are the start 
and end points respectively. 
 

    
          Fig. 4.5a.  Palm            Fig. 4.5b. Thumb 

    
Fig. 4.5c.  V Shaped Fingers          Fig. 4.5d. Fist 

        
Fig. 4.5e. Three Fingers 

F. Eliminating Convexity Defects 
As shown in Fig. 4.6a not all the convexity defects provide 

useful information .Some defects are formed especially due 
to incomplete and distorted contours. Most of the defects 
which are on the underside of the contour are not related to 
the fingers. Every defect has a start and an end point .The 
start and the end points correspond to the coordinates where 
the valley begins and ends .For a defect to qualify as a defect 
caused by fingers, a condition is set that the Y-coordinate or 
the height of the defect is greater than the height the heights 
of both the start and end points by a minimum value of 20 
units. 

This condition does not cover the defects at the hand sides 
which have the height of the end point less than the height of 
the defect and height of the start point greater than the height 
of the defect .Such defects are generally the first and last 
defects in the list of defects which are sorted in increasing 

order of their X-coordinates. Such defects are identified, but 
not removed .They are marked as special defects, as they are 
required at later stages. 

A minimum bounding rectangle is a rectangle of minimum 
area which bounds the contour. The rectangle and 
coordinates of its vertices are calculated. In case the first 
defect starts with a special defect, then the horizontal distance 
from the special defect to its next defect (in the updated list of 
defects which has some unnecessary defects removed) is 
measured. In case the first defect is not a special defect , then  
the horizontal distance between the  nearest vertical edge of 
the bounding rectangle  and the defect is measured .After that, 
the distance between every two consecutive defects is 
measured .That is  (defect2.xcoordinate – 
defect1.xcoordinate ) , (defect3.xcoordinate – 
defect2.xcoordinate) and so on are measured until the last 
defect is reached .If the last defect  is a not a special defect , 
then distance between  last defect and nearest vertical side of 
bounding rectangle is measured .If it is a special defect , then 
it is ignored . Based on measured distances, a specific range is 
provided to approximate the number of fingers .In this case, 
with a distance greater than 75, number of fingers is 
approximated as 3 .With distance greater than 50 number of 
fingers approximated is 2 and a distance greater than 15 one 
finger is approximated .These distances are found to be 
nearly the same except for very small and very large hand 
contours. This is confirmed in later stages.  

 

 
Fig. 4.6a. Unecessary Convexity defects at the bottom 

G. Contour Matching 
After the finger classification in step 4.8 , the classified 

images are further confirmed using HU moment matching as 
follows .A Set of contours  for each of the five gestures  are 
stored in the memory at start up .  Each set which contains 
four to seven contours differ from each other significantly 
when compared using HU moments .Depending on the 
number of fingers calculated, the contour polygon is 
compared to one set among the five sets of contours stored at 
startup. That is if two fingers were found out, it is first 
compared with the V shaped set of contours. If 5 fingers are 
found, then it is first compared with the Palm set of contours. 
Hu moments are said to be invariant to scale, translation and 
rotation .They are : 
 h1 ൌ  ൫ηሺଶ,ሻ  ηሺ,ଶሻ൯ h2 ൌ  ൫ηሺଶ,ሻ െ ηሺ,ଶሻ൯ଶ    4ሺηሺଵ,ଵሻሻଶ h3 ൌ   ൫ηሺଷ,ሻ െ ηሺଵ,ଶሻ൯ଶ   ൫3ηሺଶ,ଵሻ െ ηሺ,ଷሻ൯ଶ

 h4 ൌ   ൫ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶ    ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ
 h5 ൌ  ൫ηሺଷ,ሻ െ  3ηሺଵ,ଶሻ൯൫ηሺଷ,ሻ ηሺଵ,ଶሻሻ ቀ൫ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶെ 3൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ൯ 
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൫3ηሺଶ,ଵሻ െ ηሺ,ଷሻ൯൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ ቀ3൫ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶെ ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ൯  h6 ൌ ൫ηሺଶ,ሻ െ ηሺ,ଶሻ൯ ቀ൫ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶെ ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ൯ ൫4ηሺଵ,ଵሻ൯൫ηሺଷ,ሻ ηሺଵ,ଶሻሻ ቀ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶቁ h7 ൌ  ൫3ηሺଶ,ଵሻ െ ηሺ,ଷሻ൯൫ηሺଶ,ଵሻ ηሺ,ଷሻሻ ቀ൫3ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶെ ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ൯െ ൫ηሺଷ,ሻ െ ηሺଵ,ଶሻ൯൫ηሺଶ,ଵሻ ηሺ,ଷሻሻ ቀ3൫ηሺଷ,ሻ  ηሺଵ,ଶሻ൯ଶെ ൫ηሺଶ,ଵሻ  ηሺ,ଷሻ൯ଶ൯ 

where ߟሺ,ሻ are the normalized moments. 
The measure of similarity is given by SሺA, Bሻ ൌ  ฬ 1m୧A  െ  1m୧Bฬ

୧ୀଵ  

 
where 
 m୧A ൌ signሺh୧Aሻ logหh୧Aห and  m୧B ൌ signሺh୧Bሻ logหh୧Bห 
 
where  h୧A and h୧B are the Hu moments of Contours A and 
B respectively. 
 

The closer the result SሺA, Bሻ is to zero, the greater is the 
resemblance between the two contours .The posture is 
confirmed to be a recognized gesture only if at least 2 of the 
following three conditions are satisfied. 

The minimum value of the match from all the contours in 
the set is less than 0.2. 

Out of the all the contours in the set, at least three contours 
yield a match less than 0.3. 

The average of the best three matches is less than 0.35 . 

    
Fig. 4.7a  template1   Fig. 4.7b template2 

    
Fig. 4.7c. template3   Fig. 4.7d. template4 

 
If at least two conditions are satisfied, then output is 

confirmed. Else output is matched with next most probable 
contour set. If k be the number of fingers detected in the 
contour polygon then next probable contour sets are the sets 
having k+1 and k-1 fingers. In order to improve accuracy, the 
output is declared as a recognized gesture only after 
processing 5 continuous frames in which at least 3 frames 

give the same recognized output .In cases where there is 
equal weightage for multiple gestures , for  example 2 -palm , 
2- thumb , and 1 finger ,  the output is declared to be the 
previous output. Fig. 4.7a, b, c, d show the set of palm 
templates. 

H. Experiments 
Experiments on a set of five people with varying skin tone 

have resulted in the following outcomes .The following table 
illustrates the accuracies of the output of the gesture 
recognition module 
 

TABLE I: GESTURE ACTION ACCURACIES 

Gesture Sequence Accuracies 
(percentage) 

Fist 95 
Thumb 90 
V shaped Fingers 88.23 
Palm 85.4 
Three Consecutive Fingers   89 

 
The beagle board on running the same algorithm is 

measured to be 3.2 times slower than a 2.24 GHz Intel Dual 
Core Processor while the Beagle Board XM runs on a 1 GHz 
OMAP processor. 

 

V. LINKING MODULE 
This module is the follow up of gesture recognition. Once 

a gesture is recognized, several actions are executed on the 
projecting screen. These events are related to the pointer 
movement and mouse click events of the Beagle Board 
mouse. 

There are two sub functionalities of the module 

A. Pointer Movement via Hand Tracking 
In the gesture recognition module, a contour analysis on 

each of the input frames resulted in identification of eligible 
hand contours in each of the frames. These hand contours 
were further verified using HU Moments. From the hand 
contour, the coordinates of the center of the hand are found 
out .This is done by assuming a bounding rectangle around 
the hand contour and finding out the midpoint of the 
bounding rectangle. This is the location of the hand. 

A mapping function is assigned which maps the 
coordinates of the midpoint of the bounding rectangle to the 
screen size. Using this function, every point in the input 
frame is mapped to a point on the projecting screen .With the 
help of this mapping function, the desired location of the 
mouse pointer on the projecting screen is retrieved. Once the 
location of the hand changes between two successive frames , 
the location of the mouse pointer on the projecting screen 
should also change accordingly .This is achieved using the 
Linux X11 library. The X11 library is a low level C library 
for writing X clients. X clients are programs written in 
Linux .They are similar to any other shell scripting code 
snippets. These snippets use the X display as their 
interface.Xlib can draw simple solids , receive events ,write 
text in various fonts and also do primitive inter process 
communication. The Xwarp pointer function which is an 
inbuilt Linux function is used to move the pointer to the 
desired location in the X Display. The function moves  the 
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pointer by setting offsets relative to the current position of the 
pointer. 

The following figures illustrate Pointer Movement via 
Hand Tracking. Consider two discreet time intervals t1 and t2 
(t1<t2). At each time instant the movement of the hand is 
tracked which is updated in the position of the mouse pointer. 

    
Fig. 5.1a.  At time t1      Fig. 5.1b. At time t2 

B. Mouse Clicks Via Gesture Recognition and Permissible 
States 
Depending on the output gesture recognized , several states 

and functionalities have been defined for the entire 
system.Three gestures have been selected and assigned 
particular tasks. The fist ,the palm and the V shaped Fingers. 
To achieve these functionalities , the Xlib is used again. 
There are three basic types of pointer events in the X-Library. 
They are Button press ,Button release , Motion Notify. The 
motion Notify event is generated by the system whenever the 
pointer is moved and when the pointer motion begins and 
ends in a window. The Button press event is used to signify 
the left and right clicks and the Button release event is used to 
signify the left and right click releases. The different 
functions used to perform the above functionalities are 
XCloseDisplay, XFlush ,XWarppointer.The table below 
shows the permissible states for an event such as mouse 
clicks to occur. The four permissible states  in the system are 
listen in the table below.  

 TABLE II: GESTURE ACTION MAPPING 
Gesture Sequence Action 
Fist ->Palm ->Fist Left Click 
Fist->V Shaped 
Fingers->Fist Right Click 

Fist 
 
No Action ,Only 
Hand Tracking 

Fist->Palm (Extended 
period)->Fist Double Click 

 
The following figures show the single click,Right Click 

and the Double Click. 

     
Fig. 5.2a.  Single Click         Fig. 5.2b. Right Click 

 
Fig. 5.2c. Double Click 

VI. CAMERA CALIBRATION MODULE 
The camera calibration module is pivotal for proper 

functioning of the entire system. 
Camera calibration is a necessary step in 3D computer 

vision in order to extract metric information from 2D images. 
Improper calibration in the proposed system could mean that 
the pointer would not move in accordance to the movement 
of the hand as the distance covered by the hand and the 
distance covered by the pointer are not the same .Hence the 
accuracy of the entire system would falter with improper 
calibration techniques . Using a very simple camera 
calibration technique it is possible to generate a separate 
parameter file for the specific camera(s) that is being used. 
The procedure is as follows: 

 A checkerboard pattern is displayed on the 
screen and camera is focused at the grid to capture a 
series of images. 

 Positions of pattern corners are known with 
respect to a co-ordinate system. (The Resolution of 
Desktop screen can be used as a measure). 

 Images Corners are obtained from the captured 
Images. 

 Obtain Equations that that describe imaging and 
contain internal parameters of camera. 

The captured images from the camera are processed to 
obtain the location of the corners. This can be done using an 
openCV code which uses color segmentation to know the 
position of square. This process is repeated for all the four 
corners through which the borders of the screen are obtained. 

Then, two horizontally aligned squares are recognized to 
obtain the distance between them. This can also be done 
using the above technique of color segmentation. The same 
process is repeated for two vertically aligned squares to 
obtain the distance between them.The results now obtained 
from the images are according to the calibration settings of 
the camera. Having known the desktop resolution, the 
distances on the desktop are mapped to the distances obtained 
from the images. A linear function is obtained which 
describes the relation between the distances.According to 
these results and the linear function, the calibration settings 
of the camera are changed to minimize the calibration error. 
A good calibration technique reduces the error to 1 pixel.  
 

VII. CONCLUSION AND FUTURE WORK 
An approach based on hand contour convexities and Hu 

moment matching has been proposed .A method of having 
different hand gesture templates at the system start up and 
finding the best match has been presented . A practical 
application of an interactive touch wall has been presented. 
The implementation on the Beagle Board shows that the 
system is suitable in real time even with an embedded device 
of lower processing power compared to the PC. Any simple 
USB camera can be connected with the PC or the Beagle 
Board with no limitations .Future work includes trying to 
further improve the accuracy of the work and study and 
compare other techniques on Hand Gesture Recognition 
which have been proposed so far . 
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