
  

 

Abstract—The transformation of education norms from 

face-to-face teaching era to the Massive Open Online Courses 

(MOOCs) era has promoted the rise of the big data era in 

educational data. This situation has created an opportunity for 

an educator to utilize the available data from MOOCs to 

facilitate student learning and performance. Therefore, this 

research study aims to introduce three types of ensemble 

learning methods, which are stacking, boosting, and bagging, to 

predict student performance. These techniques combine the 

advantage of feature selection method and Synthetic Minority 

Oversampling Technique (SMOTE) algorithm as a method to 

balance the number of output features to build the ensemble 

learning model. As a result, the proposed AdaBoost type 

ensemble classifier has shown the highest prediction accuracy of 

more than 90% and Area Under the Curve (AUC) of 

approximately 0.90. Results by AdaBoost classifier have 

outperformed other ensemble classifiers, stacking and bagging 

as well as base classifiers. 

 
Index Terms—AdaBoosting, ensemble learning, educational 

data mining, SMOTE algorithm. 

 

I. INTRODUCTION 

Previously, having educators physically present to teach 

has been regarded as the main way to transmit knowledge to 

students [1]. However, a new educational norm has been 

created due to the emerge of the educational technology 

domain where many students have accessing e-learning web 

platforms such as Edpuzzle, Coursera, and Udemy for 

learning new knowledge [2]. 

According to the MarketDigits forecast report, the 

MOOCs market is forecasted to have a CAGR (Compound 

annual growth rate) of 32.8% from 2021 to 2026 [3]. The rise 

of MOOCs data has created an opportunity for researchers in 

the education data mining (EDM) to facilitate student 

learning performance. In this case, many researchers have 

applied the knowledge of artificial intelligence to develop a 

predictive model on MOOCs data to predict student 

performance [4]. It is beneficial for educators to analyse 

student-learning trends and collect some insight to help 

educators make better decisions when structuring teaching 

methods. 

In the MOOCs system, video was a primary source of 

MOOCs course design where every learning course will be 
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uploaded by at least one video form learning material [5]. As 

mentioned by inventor of Cone of learning theory, Edgar 

Dale, people generally remember 10% of what they READ, 

20% of what they HEAR, 30% of what they SEE, 70% of 

what they SAY and WRITE, and 90% of what they DO [6]. 

Moreover, videos cover both the HEAR and SEE part which 

able to let learner to remember at least 50% of contents 

delivered. 

A report from YouTube Marketing has claimed that in 

January and February 2020 where the time of covid-19 

pandemic, just over 300 educational videos were uploaded to 

YouTube with remote teaching or distance learning in the 

title and in March 2020 alone, that number was increased 

over 23,000 [7]. Moreover, growing of video-based learning 

has create the opportunity of learning analytic on educational 

video. 

However, educators find it difficult to identify the learners 

at risk of poor performance in a timely manner due to the 

increasing size of MOOCs data. For this reason, educators 

need a quick and accurate automatic predictive system that to 

scrutinize the MOOCs data and deliver a prediction on 

individual student performance after went through MOOCs 

system. Therefore, this research paper aims to develop a 

predictive model using MOOCs data to identify student 

performance on video-based learning. 

 

II. RELATED WORK 

Educational research has indicated that watching all 

assigned educational videos on a single day tend to induce 

heavy study load on the students. Moreover, many students in 

this study likely to waited until the last day of assignment to 

watch it and tend to skip less important content in video to 

speed up the learning process [8]. Another study also has 

indicated that an increase in educational video views on a day 

before tests and assignments in video-based learning [9]. At 

the same time, an increase in video watching view before test 

and assignment has inspired that total time of the student 

spent on watching video must be measured. 

Furthermore, a study which surveyed total of 357 papers in 

student performance has listed features were mainly impact 

to learner performance such as student engagement, 

demographics, and psychomotor skills [10]. Therefore, this 

research experimental data has focused to collect the 

demographic of users such as age, gender, and their previous 

academic performance, as well as learning style which are 

considered as factors to influence student performance in 

MOOCs. 

Many researchers have applied the machine learning 

method to develop a predictive model for predicting student 
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performance using MOOCs data. However, in prior years 

ago, ensemble learning methods have been outperformed 

individual machine learning techniques on the task of 

predicting student performance in the education domain. The 

research conducted by Xu et al. has indicated that adapting 

the ensemble learning technique is able to improve the 

predictive model performance [11]. In addition, another 

study also indicates that the approach of the heterogeneous 

ensemble learning method has performed better in predicting 

student performance than sole machine learning method [12]. 

In a study that related to video learning analytic, the author 

has applied a several machine learning algorithms such as 

random forest, naive Bayes, support vector machine (SVM) 

and logistic regression to classify student performance and 

the random forest model performance achieve approximately 

88% of accuracy [13]. Furthermore, another study has 

implemented an ensemble learning technique called 

AdaBoost classifier which successfully improves the 

accuracy of the predictive model to approximately 80% on 

predicting student performance [14]. 

Feature selection has been a key of research whether 

possible to improve the performance of a predictive model. A 

combination of ensemble learning models and chi-square test 

as feature selection method has been a key of improving the 

accuracy of the predictive model [15]. Another study by 

Ebrahimi-Khusfi et.al also shows that the addition of the 

feature selection method improves predictive model 

performance [16]. Furthermore, handling of imbalance data 

method such as SMOTE has been applied together with 

ensemble learning algorithms to enhance the performance of 

predictive model [17]. A combination of feature selection 

and SMOTE also has been applied for high imbalance 

datasets to enhance the performance of predictive model 

[18]. 

Therefore, most of the previous related work shows that 

the ensemble learning method outperforms other sole 

machine learning methods in predicting student performance. 

In addition, feature selection and handling of imbalance data 

method are key factors in improving predictive model 

performance. However, most of the previous related work 

had focused on clickstream data engagement rather than 

considering learner‟s engagement based on each section of 

video such as number of views on each section of video. 

Moreover, this research work would go into direction on 

collecting number of views on each video section. 

 

III. METHODOLOGY 

A total of 110 students have been assigned to watch an 

educational software design type of video content and then 

total of 22 features from video watch engagement and 

learning style have been collected into a complete dataset. 

Firstly, the original datasets first went through a feature 

selection method, Chi-Square test and then SMOTE 

algorithm to solve the imbalance data target in the original 

datasets. Next, grid search as a hyperparameter tuning 

method has been applied to search for optimal parameters to 

build an ensemble learning model. The datasets were split 

into 30% for test set and 70% for training set. Three different 

types of ensemble learning methods which are stacking, 

boosting, and bagging were built. 

Finally, the performance of all ensemble learning methods 

and base classifiers has been evaluated based on the Receiver 

Operating Characteristic (ROC) curve and metrics such as 

accuracy and the Matthews Correlation Coefficient (MCC). 

The final prediction of the model was a binary classification 

where 1 indicates the student score full mark and 0 indicates 

the student fail to score full mark. 

A. Overall Application Framework 

As illustrated in Fig. 1, there are two categories of input 

features has been collected which were video engagement 

features and student „s learning style. In the MOOCs system 

or e-learning system, the number of views on each section of 

video has been collected. At the same time, total time spent 

by student to watch an educational video also has been 

collected. 
 

 
Fig. 1. The overall application framework. 

 

The determination of learning style has been collected via 

online questionnaire. In this case, Felder Silverman (FS) 

learning style dimension has been applied to distinguish 

student leaning style. After that, all data has been used to 

build a predictive model and then predict a student final grade 

in the online course whether will get full mark. This 

predictive application was aim for small-scale video-based 

learning course which allow the educator to identify those 

learners who can score full mark at the end of the course. 

B. Dataset Description 

A total of 22 data attributes from original datasets. In the 

total of 22 features, 2 features are nominal data types while 

20 features are integer data types. The nominal data types 

have provided non-numeric values such as a label. As shown 

in Table I, all 21 input features except Grade which as the 

output can be categorized into three different categories 

which are student demographic background, student video 

watch engagement and student learning style features. 
 

TABLE I: DATA CATEGORIES DESCRIPTIONS 

Data Categories Data Features 

Student demographic 

background 

Gender, CGPA_class 

Student video watch 

engagement 

Time_1, Time_2, Time_3, Time_4, 

Time_5, Time_6, Time_7, Time_8, 

Time_9, Time_10, Grade_Q1, 

Grade_Q2, Grade_Q3, Rating 

Student learning style A/R Score, S/I Score, Vi/Vb Score, S/G 

Score 

 

C. Base Classifiers 

A supervised machine learning algorithm, the Support 

Vector Classifier (SVC), is used for classification. The SVC 

uses a technique called the kernel trick to transform the 

International Journal of Information and Education Technology, Vol. 12, No. 8, August 2022

742



  

training data to identify an optimal boundary between the 

possible outputs. K-Nearest Neighbour (KNN) is another 

supervised machine learning algorithm for solving a 

classification problem. It determines an optimal factor K 

value can be determined through measuring training and the 

validation error rate in the experimental test. The K-value 

which has the lowest error rate would be selected as the 

optimal K value. 

The prediction output from various decision trees is 

combined using an ensemble learning technique called the 

Extremely Randomized Trees (Extra Tree). It creates many 

unpruned decision trees from the training data, then takes the 

majority vote of those trees to create the final prediction [12]. 

D. Ensemble Learning Methods 

Stacking is one of the ensemble machine learning 

algorithms that combine different types of machine learning 

base classifiers to produce more accurate predictions [12]. At 

first, the 10-fold cross-validation technique is applied to 

separate the training set and train all base classifiers. After 

that, the feature vector is used to predict the outcome 

prediction from each base classifier and generate a new set of 

training features to build the meta-classifier model. The test 

data will be applied for the meta-classifier model to perform 

the final prediction. 

The Boosting ensemble learning method works to trains 

several decision tree models and then aggregates it to the 

ensemble model. The boosting mechanism will update the 

weight of the training set based on each ensemble model until 

reaching the phase of producing the last ensemble model is 

produced [14]. 

In this paper, adaptive boosting, or called AdaBoost, has 

been selected. At first, AdaBoost assigns weights to each 

training set after training a weak classifier model. Then it 

updates the weight of all mis-classifiers will be updated. In 

this case, the weight of each training set will be updated with 

the following equation (1): 
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the weight assigned to classifier, ta  is calculated by 0.5 * ln 

((1 — E)/E): it is based on the error rate E. The following 

equation (2) updates each training weight, where tD is the 
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normalized by dividing the sum of all the weights, tZ
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Bagging works by combining multiple base classifiers and 

then training them separately to produce a strong and 

accurate model [19]. Bagging ensemble learning first creates 

multiple bootstrap samples to act as independent datasets and 

then fits a weak classifier model for each of these training 

samples. The weight of the model will be aggregate into the 

final ensemble model. 

There are two techniques to aggregate multiple models 

under classification problems: hard voting and soft voting. In 

the case of hard voting, the prediction output from each base 

classifier can be used as a vote, and the final bagging 

classifier model outputs the class that receives the highest 

number of votes. In soft voting, the final bagging classifier 

model outputs the model which produces the highest 

probability value. 

 

IV. RESULTS AND DISCUSSIONS 

A. Outcome of Data Preprocessing 

In the data preprocessing, the original dataset went 

through the process of checking of null value where there is 

no null value detected among all 110 entries with 22 features 

in the original datasets. Next, the two nominal features which 

are Gender and CGPA Class features have been converted 

into numerical data types as shown in Table II. 
 

TABLE II: OUTCOME OF DATA TYPES CONVERTED 

Data Features Categorical to Numerical 

Gender Female = 0, Male =1 

CGPA Class 2.00 - 2.66 = 1, 2.67 - 3.32 = 2, 

3.33 - 3.66 = 3, 3.67 - 4.00 = 4 

 

B. Outcome of Exploratory Data Analysis 

In this research, the number of watched on each video 

interval has been collected as shown in Table III. In this case, 

there are 10 video time intervals with each 31 minutes. Each 

video time interval consists of different video delivered 

contents. Maximum, minimum and average number of 

watched are collected based on each video time interval. 

From Table III, video interval between 2 min 4 sec until 2 

min 35 sec has recorded the highest number of views among 

all video time interval. Each of video time interval has been 

ignored that mean skipped by student. In average, all video 

time interval has recorded at least one view. 

TABLE III: NUMBER OF WATCHED ON EACH VIDEO TIME INTERVALS 

 Video Time Interval Video Delivered Content Maximum Watched Minimum Watched Average Number of Watched 

1 0:00 -0:31  Introduction of video theme 6 0 1.3 

2 0:31 - 01:02  Introduction of Singleton 7 0 1.3 

3 01:02 - 01:33  Introduction of Singleton 5 0 1.2 

4 01:33 - 02:04 How to Implement Singleton 4 0 1.2 

5 02:04 - 02:35  Explain of singleton class 

constructor 

9 0 1.6 

6 02:35 - 03 : 06  Explain of singleton class variable 4 0 1.1 

7 03:06 : 03:37  Implementation of GetInstance 

class 

5 0 1.2 

8 03:37 - 04:08  Concepts Lazy Creation 5 0 1.2 

9 04:08 - 04:39 explain of Lazy Creation 

implementation 

5 0 1.1 

10 04:39 - 05:11 Example of Singleton concepts in 

application and summary of video 

6 0 1.3 
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Fig. 2. Distribution on time spent variable on the video watched. 

 

By observing Fig. 2 outcomes, most of the students are 

spent average 6 minutes to watch whole video. In this case, 

the actual length of the video assigned was 5 minutes 24 

seconds. Meanwhile, the maximum length of video watched 

has achieved until 10 minutes, mean that perhaps student has 

watched some of part of video interval repeatedly. 

Fig. 3 shows that the video time spent variable has been 

compared with student grade where 0 is non-full mark and 1 

is score full mark. As a result, those students who spent more 

than 5 minute or repeat to watch the video has higher 

tendency to score full or excellent grade at the end compared 

to those who spent 5 minute and less to watch the video. This 

trend of analysis has shown that students have obtained 

sufficient information and knowledge to prepare on the quiz 

if they have spent longer time to watch the video.  
 

 
Fig. 3. Distribution on time spent variable on the student grade. 

 

C. Outcome of Feature Selection 

Fig. 4 shows that p-values calculated from Chi-Square test 

on each input features. In this case, the p-values compares 

independence between input features and output feature, 

Grade. Therefore, there are total of 11 input features has been 

selected where they found to have p-values less than 0.5 and 

significant dependent to the output feature as illustrated in the 

green zone in Fig. 2. 

 

 
Fig. 4. P-values on each input features. 

 

In the outcome of handling imbalance data target, the 

original datasets have total of 65 students who score full 

mark and 45 students who fail to score full mark. Therefore, 

SMOTE as an oversampling method has been applied to 

create balanced data target for both classes to contain 58 

students. 

D. Comparison of the Ensemble Learning Models 

Performance Results 

Table IV shows that the AdaBoost ensemble classifier 

achieved the highest accuracy of approximately 90.9%, 

followed by Stacking (88.1%) and bagging (84.8%). In 

addition, the AdaBoost classifier model has achieved the 

highest MCC rate of 80.9%, showing itself to be the most 

effective predictive model for students who score under full 

and non-full mark class. The stacking classifier also achieves 

higher MCC rate (74.6%), making it the second effective 

model to classify the samples after the AdaBoost classifier 

model. As for the base classifiers, none of them were able to 

achieve higher accuracy than the stacking classifier. In this 

case, SVC and ET have the similar highest accuracy of 87.9%, 

followed by KNN which both achieve an accuracy rate of 

86.5%. 
 

TABLE IV: MODELS PERFORMANCE RESULTS 

 Methods Accuracy (%) MCC (%) AUC 

Ensemble  Stacking 88.1 74.6 0.86 

Learning AdaBoost 90.9 80.9 0.90 

Methods Bagging 84.8 68.3 0.82 

Base  SVC 87.9 74.5 0.86 

Classifiers KNN 86.5 73.4 0.85 

 ET 87.9 74.5 0.86 

*Note: Bold fonts to show the best achieved results. 

 

 
Fig. 5. ROC curve under different types of ensemble algorithms. 

 

By observing Fig. 5 outcomes, the AdaBoost algorithm has 

a higher AUC rate of 0.90 than the stacking and bagging 

ensemble classifiers which are 0.86 and 0.82 respectively. 

Therefore, the AdaBoost ensemble learning classifier has 

achieved the highest AUC rate with the strongest ability to 

distinguish between the output classes. 

 

V. CONCLUSION 

This research study aims to develop and compare three 

ensemble-learning methods that integrate SVC, KNN, and 

ET base classifiers. The proposed methods also include the 

advantage of feature selection method, Chi-Square test and 

SMOTE technique to improve the performance of ensemble 

predictive models. The main findings are: Firstly, AdaBoost 

ensemble learning has the highest prediction accuracy of 

approximate 91% and AUC of approximately 0.90 compared 

to bagging and stacking ensemble algorithm. Secondly, the 

prediction performance of all three different types of 

ensemble learning methods outperforms all base classifiers. 

In future work, other effective type of ensemble learning 

methods and deep learning techniques is recommended to be 

explored and compared with current performance. 

Furthermore, genetic algorithm can be selected as another 
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hyperparameter tuning option to optimize the ensemble 

learning models. 
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