
  

 

Abstract—Since the Movement Control Order (MCO) was 

adopted, all the universities have implemented and modified the 

principle of online learning and teaching in consequence of 

Covid-19. This situation has relatively affected the students’ 

academic performance. Therefore, this paper employs the 

regression method in Support Vector Machine (SVM) to 

investigate the prediction of students’ academic performance in 

online learning during the Covid-19 pandemic. The data was 

collected from undergraduate students of the Department of 

Mathematics, Faculty of Science and Mathematics, Sultan Idris 

Education University (UPSI). Students’ Cumulative Grade 

Point Average (CGPA) during online learning indicates their 

academic performance. The algorithm of Support Vector 

Machine (SVM) as a machine learning was employed to 

construct a prediction model of students’ academic 

performance. , Two parameters, namely C (cost) and epsilon of 

the Support Vector Machine (SVM) algorithm should be 

identified first prior to further analysis. The best parameter C 

(cost) and epsilon in SVM regression are 4 and 0.8. The 

parameters then were used for four kernels, i.e., radial basis 

function kernel, linear kernel, polynomial kernel, and sigmoid 

kernel. from the findings, the finest type of kernel is the radial 

basis function kernel, with the lowest support vector value and 

the lowest Root Mean Square Error (RMSE) which are 27 and 

0.2557. Based on the research, the results show that the pattern 

of prediction of students’ academic performance is similar to 

the current CGPA. Therefore, Support Vector Machine 

regression can predict students’ academic performance. 

 
Index Terms—Support vector machine, regression, epsilon, 

cost, linear kernel, polynomial kernel, sigmoid kernel radial 

basis function kernel.   

 

I. INTRODUCTION 

A novel coronavirus from Wuhan province, China, 

shocked the world on 31st December 2019. The outbreak is 

the latest form of Coronavirus (Covid-19) that has now been 
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discovered to cause serious illness and death [1]. The World 

Health Organization (WHO) pronounced it a ‗global health 

emergency‘ in January 2020 when the Covid-19 epidemic 

claimed 170 lives in a short time [2]. Later in March 2020, the 

WHO announced it as a pandemic that has spread across the 

region and involved large populations of the whole world [3]. 

Malaysia is also susceptible to the COVID-19 epidemic. 

Malaysia initially had a controlled rate of positive COVID-19 

cases, but with the arrival of foreigners, the number of cases 

surged [4]. 

On March 16, 2020, Tan Sri Muhyiddin Yassin, 

Malaysia‘s Prime Minister, announced the Movement 

Control Order (MCO) as means to control the spread of 

Covid-19 [5]. This MCO has had the unintended 

consequence of preventing schools and institutions of higher 

learning from operating during the MCO time. On May 27, 

2020, the Ministry of Higher Education (MOHE) imposed 

full online teaching and learning programmes for students by 

December 31 [6]. Sultan Idris Education University (UPSI) 

implemented online learning and teaching according to 

MOHE‘s charge [7]. 

Students at universities are not an exception to online 

learning. However, the overall phenomenon of digital 

lectures exhibits a significant effect on university students, 

particularly in terms of academic achievement [8]. There is 

no evidence to support the argument that online learning time 

correlates with CGPA even though spending more time on 

online learning was anticipated to result in higher academic 

performance [9]. Although numerous studies explored the 

topic of online learning, acquiring studies that focused on the 

context of pandemics was challenging [10]. 

Support Vector Machine (SVM) is one of the supervised 

machine learning that could solve classification and 

regression problems [11]. Time series prediction in SVM can 

be seen as potential use of regression in machine learning 

[12]. In [13], the study is about forecasting the rate patterns of 

student graduation with Naïve Bayes Classifier and Support 

Vector Machine, and the result shows that the Support Vector 

Machine is more efficient than the Naïve Bayes Classifier, 

displaying 69.15% accuracy of the overall data. The study 

revealed that Support Vector Regression-Based Prediction of 

Students' School Performance in [14] SVR (Support Vector 

Machine –Regression) is an appropriate method to explore 

personality correlations since the forecasted performances 

mostly generated approximately 80% accuracy. It also means 

that the regression in SVM could project the students‘ school 

performance. In [15], the result shows that SVR (Support 

Vector Machine – regression) and Linear Regression (LR) 

models are employable for the implementation of the 
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university‘s Student Performance Prediction System. 

This study aims to generate a projection of the academic 

performance of undergraduate students from the Department 

of Mathematics, UPSI during online learning by using 

regression in Support Vector Machine (SVM). Researchers 

found that the findings of this study provided many benefits 

and contributions, including the possibility of helping 

university administrators develop plans to increase efficiency 

in their institutions. Moreover, the present study provides a 

prediction model that can be used to evaluate students, which 

can be extremely useful with resource selection as part of 

intervention programs. This study focuses on the field of 

education that has to do with predicting academic 

achievement using SVM, a machine learning approach. 

Additionally, the study lays out guidelines for selecting 

appropriate parameters to apply with data on education, such 

as academic performance. 

 

II. METHODOLOGY 

To predict students‘ academic performance during online 

learning, the propositioned modelling of students‘ academic 

performance is illustrated in Fig. 1.  
 

  
Fig. 1. Flowchart of prediction students‘ academic performance. 

 

A. Data 

For this study, the dataset employed was collected from 

undergraduate students at Sultan Idris Education University 

(UPSI). The data were gathered through a questionnaire and 

was issued via an online platform. It referred to the latest 

Cumulative Grade Point Average (CGPA). The responses to 

the questionnaires were from undergraduate students from 

the Faculty of Science and Mathematics, UPSI who were in 

semesters 3 to 7. Based on the data 82.5% were female and 

17.5% were male. 72.5% were from the mathematics 

department, 5.7% from the Biology department, 12.2% from 

the Chemistry department, 3.1% from the Physics department, 

and 6.6% from the Science department, with a total of 225 

student respondents.  

B. Support Vector Machine (SVM) 

The Support Vector Machine (SVM) is a highly efficient 

machine learning tool that was recommended by [16] and 

became more attractive to machine learning researchers and 

communities. The algorithm of SVM was evidently effective 

in regression and classification methods. 

SVM regression performs linear regression in the 

high-dimensional feature space by employing    

insensitivity loss and, concurrently attempts to decrease 

model complexity by minimizing ‖ ‖ . It may be defined 

through the introduction of slack variables     and    , where 

       , could calculate the deviation of the training 

sample outside the    sensitive zone. 
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In dual problem, kernel functions  〈     〉  is used to 

substitute 〈     〉. The desired regression function is then: 
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Some different kernels were employed in SVM regression, 

but the standard kernels employed were linear, polynomial, 

radial basis function, and sigmoid. The most well-known and 

qualified kernel is known to be the radial basis function with 

parameter γ. 
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To evaluate the result from the SVM regression model, 

equation (6) was used to measure the error rate: 

 

         √                                 (6) 

 

 

where     is the standard deviation of Y. Root Mean Square 

(RMSE) is the standard deviation of the residual (prediction 

errors).  

 

III. RESULT AND DISCUSSION 

The x-axis and the y-axis from Fig. 2 represent the students 

and the GPAs. Fig. 2 displays the result of GPA students 

before and during pandemic outbreaks by employing two 

class types. The blue line denotes the students‘ GPA when 
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face-to-face classes were conducted, and the orange line 

denotes the student‘s GPA when online classes were 

conducted. From Fig. 2, the pattern demonstrates how 

students mainly obtained exceptional results when 

participating in online classes compared to face-to-face 

classes. It is due to the orange line being mostly above the 

blue line, indicating that most of the students scored better 

during online classes than the face-to-face classes. Hence, 

employing a prediction model could estimate the student‘s 

GPA performance in the following semester should online 

classes be maintained. 
 

 
Fig. 2. GPA of academic performance students before and during COVID-19 

outbreak. 

 

The SVM regression model was employed to project 

students‘ academic performance. Consequently, it is highly 

vital to determine the most fitting parameters in SVM 

regression. Choosing the best ones could enhance the 

prediction accuracy while the process of selection was named 

by turning the parameter in SVM. Table I illustrates the 

turning parameter process and the most fitting parameter 

selected according to the minimum error. The parameter C 

values chosen were 4, 8, 16, 32, 64, and 128. In addition, the 

chosen epsilon values are 0, 0.2, 0.4, 0.6, 0.8, and 1 for each 

value of C, respectively. Therefore, from Table I, the 

minimum error is found to be 0.03825957.  
 

TABLE I: THE RESULT OF TURNING PARAMETER PROCESS 

 Cost Epsilon Error Dispersion 

1 4 0.2 0.041470 0.024125 

2 8 0.2 0.042042 0.024588 

3 16 0.2 0.042679 0.024649 

4 32 0.2 0.043078 0.024504 

5 64 0.2 0.043448 0.024481 

6 128 0.2 0.043402 0.024276 

7 4 0.4 0.040517 0.022203 

8 8 0.4 0.040759 0.022755 

9 16 0.4 0.040716 0.022979 

10 32 0.4 0.040589 0.022957 

11 64 0.4 0.040318 0.022759 

12 128 0.4 0.040418 0.022778 

13 4 0.6 0.039169 0.020091 

14 8 0.6 0.038573 0.019832 

15 16 0.6 0.038651 0.019888 

16 32 0.6 0.038791 0.020202 

17 64 0.6 0.038929 0.02017 

18 128 0.6 0.039085 0.02033 

19 4 0.8 0.038260 0.017541 

20 8 0.8 0.038264 0.017537 

21 16 0.8 0.038375 0.017569 

22 32 0.8 0.038387 0.01758 

23 64 0.8 0.038413 0.017599 

24 128 0.8 0.038271 0.017499 

25 4 1 0.041135 0.016689 

26 8 1 0.041062 0.016982 

27 16 1 0.041160 0.017106 

28 32 1 0.041533 0.017369 

29 64 1 0.041476 0.017118 

30 128 1 0.041659 0.016993 

 

However, according to Table I, there was a minor 

difference in the error patterns. Therefore, the results of 

measuring the performance of turning parameters are 

illustrated graphically to determine the most fitting parameter 

pairs. Fig. 3 shows the relationship between cost and epsilon 

and the resulting error. The error was calculated via the 

colour reference scale on the right side of Fig. 3. From the 

result, Fig. 3 shows that as epsilon becomes 0.6, the darker it 

becomes, and as it approaches a bigger cost value, it becomes 

darker than the rest of the values. Therefore, it can be 

concluded that the optimal parameter pair is to select a C 

value of 128 and an epsilon value of 0.63. With the selected 

parameter pair the SVM regression will produce the best 

accuracy. To achieve the best results using SVM in this study, 

it is also important to emphasize the selection of kernels. 

Radial basis function, sigmoid, polynomial, and linear kernel 

were used to derive the kernel parameters in this study. Each 

kernel function possesses its specific parameter that needs 

optimisation for achieving the most valuable result 

performance [17].  
 

 
Fig. 3. Performance of turning parameter. 

 

TABLE II: THE RESULT OF SUPPORT VECTOR MACHINE BY REGRESSION 

Type of kernel 

Parameter Result 

C Epsilon No. of 

support 

vectors 

RMSE 

Linear 4 0.8 29 0.2661 

Radial Basis 

Function (RBF) 

4 0.8 27 0.2557 

Polynomial 4 0.8 29 0.2649 

Sigmoid 4 0.8 110 4.3823 
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In Table II, SVM results were achieved by determining C, 

the total of support vectors, and the value of RMSE. The total 

of support vectors represents the data that approaches or is 

distant from the hyperplane during regression. The 

appropriate number of support vectors is 27 which represents 

regression as a minimum value. Table II shows that the radial 

basis function (RBF) kernel has the lowest RMSE around 

0.2555, while the sigmoid kernel has the highest RMSE 

around 4.3823. 
  

 
Fig. 4. Current and forecasted CGPA during online learning. 

 

From Fig. 4, the x-axis and the y-axis represent the 

students and the CGPAs. Fig. 4 shows the result of current 

and forecasted students‘ CGPA during a pandemic outbreak. 

The orange line represents the current CGPA, and the blue 

line represents the forecasted CGPA. The result shows that 

the prediction by using SVM regression can follow the 

pattern of the current CGPA. It also can forecast almost 

another 50 students‘ CGPA. However, it is unable to fully 

cater to the variation since there was a lack of dataset, and 

more variables were needed. 

 

IV. CONCLUSION 

Identifying and predicting a student‘s academic 

performance is beneficial for various situations, more so in 

management, like determining scholarship programs, 

enrolling outstanding students, and helping to recognise 

those with less graduation possibility. In addition, this 

research also helped us to identify some important patterns of 

students' academic performance at the Sultan Idris Education 

University (UPSI). In this study, the researcher used the data 

of students‘ CGPA during online learning to predict students‘ 

academic performance by using SVM regression. From the 

findings through the employment of SVM regression, the 

most suitable parameters C and epsilon are 4 and 0.8. The 

radial basis function with the lowest number of support 

vectors which is 27 was chosen as the best type of kernel also 

resulting in the lowest value of RMSE which is 0.2557. The 

pattern of prediction of students‘ academic performance is 

similar to the current CGPA. Therefore, Support Vector 

Machine regression can predict students‘ academic 

performance. The limits ascertained in this study need an 

emphasis when utilising the predictions made by the SVM 

model to evaluate students' academic performance. In this 

study, we only used 228 samples and 2 feature data sets. 

However, because the data points of all two functions were 

inconsistent, it is impossible to collect a larger sample size of 

the test and training data sets. Therefore, further expansion of 

sample size and features will further increase its accuracy. 
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