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Abstract—In recent years, big data has been attracting attention in various fields, and Japanese institutions of higher education are also focusing on improving education based on the analysis of data accumulated in schools. Therefore, as an example of the application of big data analysis to mathematics education, we considered the mathematics exam score data accumulated at our college as big data and analyzed it. Another major objective is to obtain some knowledge about mathematics education for information engineering students. The software used for the analysis is the freeware statistical analysis software R. The analysis method used is covariance structure analysis, which represents correlations and causal relationships among observed variables as a well-fitting model. As a result, two models with good fit indices were created for the integrated data of multi-year exams, and it was found the learning items that have a significant impact on the later learning items in that data. Furthermore, it was also able to use one of the models to analyze the characteristics of a single-year data. It is thought that these results can contribute to mathematics education for information engineering course students.

Index Terms—Covariance structure analysis, achievement exam, mathematics education, R, information course students

I. INTRODUCTION

In recent years, huge amount of information has been gathered in various industries and situations through websites and the IoT equipment. Accumulated data has come to be used as big data, and it is important to share its usage and analysis methods [1]. We have been studying various analysis methods for big data and analyzing rehabilitation data and sleep data using these methods [2, 3]. We have also considered big data as a tensor (multidimensional array) and developed educational materials to teach tensor decomposition methods [4–7].

Educational improvement based on the analysis of data accumulated in schools has been attracting attention as “Institutional Research (IR)” in Japanese higher education institutions [8]. Therefore, we focused on the learning data (examination score data) accumulated at our schools and conducted an analysis. Mathematics and science examination data known as Achievement Exam had been carried out to the third grade students (17-18 years old) until 2017 at all 51 colleges of the National Institute of Technology, including our college. The purpose of this examination is to improve educational contents and methods, and to encourage students to develop proactive learning attitudes. The contents of this examination correspond to the contents that the Institute have indicated as the minimum goals for students to achieve as part of their educational quality assurance (Model Core Curriculum, MCC) [9]. We thought that the analysis of this mathematics exam score data as big data was expected to be useful for mathematics education for engineering course students, especially information engineering course students, and was an important example of the use of big data.

In this study, we analyze the mathematics achievement exam score data for multiple years accumulated on our campus and investigate the relationship between the learning items of mathematics studied by the second year. Specifically, based on the assumption that there exist specific models that fits well with the learning items regardless of the year, we create models that fits well with the integrated multi-year data, interpret its meaning, and check the goodness of fit of the model in a single year using the goodness-of-fit indices. The analysis is performed using the freeware statistical analysis software R [10] so that similar analyses can be performed widely in general. The analysis method used is covariance structural analysis, also known as SEM, which can represent correlations and causal relationships among observed variables as a well-fitting model [11].

II. EXAMINATION SCORE DATA USED

The data used in this study is the mathematics score data of the learning achievement examination from 2014 to 2017 at National Institute of Technology (NIT), Kumamoto College. This exam is a mark sheet test consisting of the following ten learning items: “Calculation of Numbers and Expressions”, “Equations and Inequalities”, “Functions and Graphs”, “Number of Events and Sequences”, “Properties of Plane Vectors”, “Calculation of Differentiation and Integration”, “Applications of Differentiation and Integration”, “Space Vectors and Matrix Properties”, “Eigenvalues and Matrix Expressions”, and “Differentiation and Integration of Functions of Two Variables”. Each item is scored out of 50 points. At each NIT, this exam was performed by selecting items from those items according to the learning progress of each college.

This paper dealt with the score data for the following six items studied by the second grade at our college: “Calculation of Numbers and Expressions” (Alg), “Equations and Inequalities” (Eq), “Functions and Graphs” (Fun),
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“Number of Events and Sequences” (Seq), “Properties of Plane Vectors” (Vec), and “Calculation of Differentiation and Integration” (Cal_bas). Note that the symbols in parentheses correspond to variable names.

Fig. 1 shows the data structure used in this analysis. As shown in this figure, the score data is handled as a matrix (two-dimensional array), with learning items in columns and individual students in rows. Data for each fiscal year from 2014 to 2017 and integrated data for all of them were used for the analysis data.

Table I and Fig. 2 show basic statistics and box plots of total scores for the six learning items for each data set. These statistics show that the mean score is high for students in 2014, and the sample standard deviation in 2015 is relatively large, indicating a large variability in understanding among students in this year. Fig. 2 also shows that there are more outliers in 2014 than in other years.

Table I: BASIC STATISTICS

<table>
<thead>
<tr>
<th></th>
<th>Alg</th>
<th>Eq</th>
<th>Fun</th>
<th>Seq</th>
<th>Vec</th>
<th>Cal_bas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Structure of score data for analysis.

Fig. 2. Box plots of each data.

Fig. 3 shows a heatmap of the correlation matrix obtained from the integrated data using R described in next chapter. From this figure, the correlations between Fun and Cal_bas variables and between Seq and Vec variables are particularly high.

In addition, the normality of the integrated data was confirmed using “shapiro.test” which is the function of R for the Shapiro-Wilk test. As a result, the p-value was 0.06102, and the null hypothesis of normal distribution could not be rejected.

III. STATISTICAL ANALYSIS SOFTWARE R AND COVARIANCE STRUCTURE ANALYSIS

A. Statistical Analysis Software R

As mentioned in Chap. 1, the statistical analysis software R is freeware, and its use has been spreading along with the recent focus on data science. Various programs and materials can be obtained from archive called CRAN and its mirror sites via the Internet. It is possible to use them to perform many statistical processes and to create figures. This software has feature to handle vectors, matrices, and multidimensional arrays, and the ability to exchange data with Microsoft Excel makes it an easy-to-use software for statistical processing.

B. Covariance Structure Analysis

To analyze the relationships among the items in the score data, we used a method called covariance structure analysis, also called structural equation modeling (SEM). This is a method of analyzing original data by creating a model that represents causal relationships only among observed variables or causal relationships assuming latent variables as arrows with path coefficients and interpreting the meaning of the model. This method is used in various field including educational research [12, 13].

In this study, under the assumptions described in Chap. 1, we used the learning items listed in Chap. 2 as observed variables for the integrated data. Then, we created models that well represents the causal relationships among them and analyzed the data. The results of the analysis are showed in
the next chapter. The “sem” function provided the sem package of R was used for this analysis [14], and the path diagram was created with the “pathDiagram” function of DiagrammeR package [15].

### IV. MODELING AND DISCUSSION OF INTEGRATED DATA

In this chapter, we create a model that fits the integrated data well. The following hypotheses were made in creating the model.

1) The comprehension of previously learned contents influences that of newly learned contents.
2) The paths exist between the learning items with high correlation coefficients.

The following two models were created, referring to the above hypotheses and the correlation coefficients between the variables shown in Fig. 3. We named them model_1 and model_2, and the structural equations of each model are shown below:

**[model_1]**

\[
\begin{align*}
Eq &= a_{i1} \times Alg + e_1 \\
Fun &= a_{i2} \times Alg + a_{i2} \times Eq + e_2 \\
Seq &= a_{i3} \times Alg + a_{i3} \times Eq + a_{i3} \times Fun + e_3 \\
Vec &= a_{i4} \times Alg + a_{i4} \times Eq + a_{i4} \times Fun + a_{i4} \times Seq + e_4 \\
Cal_{bas} &= a_{i5} \times Eq + a_{i5} \times Fun + a_{i5} \times Seq + e_5
\end{align*}
\]

**[model_2]**

\[
\begin{align*}
Eq &= a_{i1} \times Alg + e_1 \\
Fun &= a_{i2} \times Alg + a_{i2} \times Eq + e_2 \\
Seq &= a_{i3} \times Alg + a_{i3} \times Eq + a_{i3} \times Fun + e_3 \\
Vec &= a_{i4} \times Alg + a_{i4} \times Eq + a_{i4} \times Fun + a_{i4} \times Seq + e_4 \\
Cal_{bas} &= a_{i5} \times Eq + a_{i5} \times Fun + a_{i5} \times Seq + e_5
\end{align*}
\]

where each \( a_i \) represents the path coefficient, and each \( e_i \) denotes the error. A script example that analyzes model_1 using the “sem” function and creates a path diagram using the “pathDiagram” function is as follows.

### [Script 1] SEM and creation of path diagram

```r
# Load sem library (only at the first time)
library( sem )

# Load DiagrammeR library (only at the first time)
library( DiagrammeR )

dat <- read.csv( "score.csv" ) # Read data
r <- cor( dat ) # Compute correlation matrix
n <- nrow( dat ) # Extract number of rows (number of students)

# Create a model 1
model_1 <- specifyEquations()
Eq = a11*Alg 
Fun = a21*Alg + a22*Eq 
Seq = a31*Alg + a32*Eq + a33*Fun 
Vec = a41*Alg + a42*Eq + a43*Fun + a44*Seq 
Cal_bas = a52*Eq + a53*Fun + a54*Seq 
V( Cal_bas ) = e1

ans <- sem( model_1, r, N=n, fixed.x="Alg" )

# Display analysis results
summary( ans,rsquare=T, fit.indices=c( "GFI", "AGFI", "SRMR", "RMSEA", "AIC", "BIC" ) )

# Draw a path diagram
pathDiagram(ans,min.rank="Alg", max.rank="Vec,Cal_bas", same.rank="Eq,Fun", ignore.double=FALSE, edge.labels="values", digits=3, node.font=c( "osaka", 10 ) )
```

A similar script was executed for model_2, and the obtained goodness-of-fit indices for each model are shown in Table II. Regarding the indices, chi-square tests were performed under the null hypothesis that “the constructed model is correct”. The \( p \)-values of model_1 and model_2 calculated from the chi-square values and degrees of freedom are 0.118 and 0.111, respectively. Therefore, the \( p \)-values of both models cannot reject the null hypothesis at the significance level of 5%, indicating that “the models cannot be said to be incorrect.”

Now we consider the indices of two models shown in Table II. GFI (Goodness of Fit Index) and AGFI (Adjusted Goodness of Fit Index) take values between 0 and 1, and a good model is judged to be greater than 0.95. The GFI values of model_1 and model_2 are 0.999 and 0.997, respectively. The AGFI values of them are 0.976 and 0.970, severally. RMSEA (Root Mean Square Error of Approximation) and SRMR (Standardized Root Mean Square Residual) are the better the goodness of fits when the former is less than 0.05 and the latter is closer to 0. The RMSEA values of both models are 0.0381 and 0.0488, respectively, and the SRMR values of them are 0.0103 and 0.0176, severally. Thus, from the above, the created models are considered to represent the original data well.

<table>
<thead>
<tr>
<th>( df )</th>
<th>( p )-value</th>
<th>GFI</th>
<th>AGFI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>model_1</td>
<td>1</td>
<td>0.188</td>
<td>0.999</td>
<td>0.976</td>
<td>0.0381</td>
</tr>
<tr>
<td>model_2</td>
<td>2</td>
<td>0.111</td>
<td>0.997</td>
<td>0.970</td>
<td>0.0488</td>
</tr>
</tbody>
</table>

Table III and Fig. 4 show the path coefficients and path diagram of model_1. From the calculation results, we consider the degree of influence of each item on the “Calculation of Differentiation and Integration” (Cal_bas). The coefficients for Cal_bas representing the direct effect from Eq, Fun, and Seq are 0.070, 0.406, and 0.121, respectively. Furthermore, since the indirect effect from Eq via Fun and Seq is \( a_{22} \times a_{33} \times a_{34} \times a_{43} \times a_{44} \times a_{45} \times 0.143 \), the coefficient indicating the total effect from Eq is 0.070+0.143=0.213. Similarly, since there is an indirect effect of \( a_{33} \times a_{44} \times 0.026 \) from Fun via Seq, the coefficient showing the total effect from Fun is 0.406+0.026=0.432. From Alg, there is only an indirect effect, and its coefficient is 0.198. Therefore, Cal_bas is most influenced by Fun. Specifically, when the score of Fun increases by 1 point, the score of Cal_bas increases by 0.432 points.
Equally, the coefficients representing the total effect from Alg, Eq, Fun, and Seq on the “Properties of Plane Vectors” (Vec) are 0.328, 0.223, 0.244, and 0.283, respectively. From this result, Vec is most affected by Alg. In fact, when Alg increases by 1 point, Vec increases by 0.328 points. Moreover, fun showed that Alg, Eq, and Seq are most affected by Fun. This result is consistent with the results of the previous chapter to create the path diagrams.

Table IV and Fig. 5 show the path coefficients and path diagram for model_2. A similar analysis using this model shows that Cal_bas is particularly influenced by Fun. It was found that when Fun increased by 1 point, Cal_bas increased by 0.432 points. Moreover, Vec is the most affected by Alg, increasing by 0.327 points when Alg increases by 1 point. Also, in model_2, the path coefficient $a_{52}$ of model_1 is removed. Since this path is from Eq to Cal_bas, model_2 reduces the value representing the total effect from Eq to Cal_bas to 0.152.

Table V and Fig. 6 show the path coefficients and path diagram when model_1 is applied to the 2014 data, which seems to be the best fit based on the values in Table V. Cal_bas is most affected by Fun, as in the integrated data, and 1 point increase in Fun results in 0.305 points increase. For Vec, unlike the results for the integrated data, it is particularly influenced by Fun, showing an increase of 0.457 points for 1 point increase in Fun.

Here, we created a well-fitting model for the 2015 score data, which did not fit either model well. The structural equations representing the model are shown below:

$$
\begin{align*}
Eq &= a_{11} \times Alg + e_1 \\
Fun &= a_{31} \times Alg + a_{22} \times Eq + e_2 \\
Seq &= a_{43} \times Eq + a_{33} \times Fun + e_3 \\
Vec &= a_{44} \times Alg + a_{45} \times Eq + a_{46} \times Seq + e_4 \\
Cal_bas &= a_{54} \times Alg + a_{55} \times Eq + a_{56} \times Seq + e_5
\end{align*}
$$

Table VI: Goodness of Fit Indices of Model_2 for Single-Year Data

Table VII: Path Coefficients of Model_1 for 2014 Data

Fig. 4. Path diagram of model_1.

Fig. 5. Path diagram of model_2.

Fig. 6. Path diagram of model_1 for 2014 data.

V. APPLICATION OF THE MODEL TO SINGLE YEAR DATA

The model_1 and model_2 created in Chap. 4 are applied to the score data from 2014 to 2017 using Script 1 described in the previous chapter to create the path diagrams.

Tables V and VI show the goodness of fit indices. The values of the indices shown in the tables indicate that both model_1 and model_2 represent the 2014 and 2016 data relatively well. The $p$-value of model_2 is 0.0596 for the 2017 data, and the null hypothesis cannot be rejected at the significance level of 5%.

Table VII and Fig. 6 show the path coefficients and path diagram when model_1 is applied to the 2014 data, which shows the goodness of fit indices. The model_1 and model_2 created in Chap. 4 are applied to the score data from 2014 to 2017 using Script 1 described in the previous chapter to create the path diagrams.
Table VIII and Fig. 7 show the goodness-of-fit indices and the path diagram, respectively. The path diagram and path coefficients show that Cal_bas has the greatest influence from Alg, and Vec has the greatest influence from Fun. From these results, it was found that the influence on these items showed a different trend from the integrated data.

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>p-value</th>
<th>GFI</th>
<th>AGFI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.513</td>
<td>0.999</td>
<td>0.978</td>
<td>0.000</td>
<td>0.0104</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE VIII: GOODNESS OF FIT INDICES OF THE IMPROVED MODEL FOR 2015 DATA**

![Fig. 7. Path diagram of the improved model for 2015 data.](image)

VI. CONCLUSION

We analyzed the score data of the mathematics achievement exam equally scored out by learning item in mathematics, and created the path diagrams using the “sem” and the “pathDiagram” functions of the statistical analysis software R.

First, by considering the correlation values and the order of learning items, two models with the goodness-of-fit indices for the integrated data were obtained. As a result of analysis using these two models, it was found that the learning items that had a great influence on later learning items were found. Note that similar results were obtained from the two models. Specifically, Alg and Fun have the most influence on Vec and Cal_bas, respectively. These influences are considered to come from the relationship between the following learning contents:

1) Algebraic calculation methods of expressions including variables and powers and radical sign, which are learned in Alg, are strongly linked to vector operations learned in Vec.

2) The content about functions learned in Fun is the fundamental for differentiation and integration of functions learned in Cal_bas.

Next, we applied these two models, which were created with data from multiple years, to single-year data, we confirmed that they fit well. We also analyzed the 2014 data, which was particularly well-fitted by model_1. Although the same model was used, different analysis results were obtained from the integrated data, indicating that this model can also analyze the characteristics of specific years.

Finally, although the 2015 data did not show the high goodness-of-fit index values for the two models, we were able to create another good fit model for this year. Analysis based on these models is planned to be used to improve the effect of mathematics education for technical college students, and we would like to continue further analysis.

In the future, we plan to create the following models to increase applicability: create a model that incorporates not only the learning items but also the total score as an observed variable; analyze students by dividing them into several groups according to criteria such as total score and variance; incorporate latent variables found by some method from observed variables.
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