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Abstract—This paper presents a decision support system prototype called eCourse Learning Analytics Decision Support System (eCLADSS) using J48 tree classifier and multiple linear regression models. The system identifies students who are falling behind in a course, notifies those at risk of not completing it, then informs the users the predicted grade a student is likely to obtain without intervention. The developed eCLADSS predicts the performance of the Learning Management System (LMS) users which may help the Distance Education (DE) students succeed in the blended learning approach being provided by the DE educators. It is a model-driven decision support system which provides a good platform for prediction model generation.

Index Terms—Learning analytics, decision support system, classification techniques.

I. INTRODUCTION

Research on learning analytics, knowledge discovery in databases and e-Learning technologies are gaining popularity in the academe because of their potential to improve services in the education domain. These innovations provide a ubiquitous tool and a powerful platform that may be used for higher educational institutions [1] and [2]. Learning analytics (LA) is the collection and analysis of usage data associated with student learning. Siemens defines Learning Analytics as the use of intelligent data, learner-produced data, and analysis models to discover information and social connections, and to predict and advise on learning [3]. The purpose of LA is to observe and understand learning behaviors for appropriate interventions. The reports generated by LA application can be very helpful for instructors (about student activities and progress), for students (feedback on their progress), and for administrators (e.g., aggregations of course and degree completion data) [4]. It can support teachers and students to take action based on the evaluation of educational data. However, the technology to deliver this potential is still in its infancy as well as the research on understanding the pedagogical usefulness of learning analytics [5]. LA synthesizes techniques from different related fields, such as Educational Data Mining (EDM), Academic Analytics, Social Network Analysis or Business Intelligence (BI). They all focus on tools and methods for exploring data coming from educational contexts. While Academic Analytics take a university-wide perspective, such as organizational and financial issues, Learning Analytics focus specifically on data about teaching and learning [6].

LA has five elements: 1) data which can be from a single source or a variety of sources; 2) analysis wherein its results are reported using a combination of visualizations, tables, charts, and other kinds of information display; 3) student learning which tell about students’ learning performance; 4) audience who utilized the information that LA returns; 5) interventions at the individual, course, department, or institutional level. The 2011 Horizon Report described the goal of learning analytics as enabling teachers and schools to tailor educational opportunities to each student’s level of need and ability [7]. Unlike educational data mining, which emphasizes system generated and automated responses to students, learning analytics enables human tailoring of responses, such as through adapting instructional content, intervening with at risk students, and providing feedback.

Consequently, some educational institutions (e.g. California State University, Monash University in Australia) and several others were implementing Learning Management System (LMS) to manage the courses offered in the Internet. Based on the Moodle-LMS website there are 70,872 currently active sites that have registered from 234 countries. However, 44,397 of these have requested privacy and are not shown in their lists. Meanwhile, Picciano described that most LMS’s provide constant monitoring of student activity whether there are responses, postings on a discussion board, accesses of reading material, completions of quizzes, or some other assessment [8].

Currently, little research has been conducted that focus on LMS learning analytics that will lead to the prediction of academic performance of the Distance Education (DE) learners. Thus, this paper focused on providing a decision support system prototype called eCourse Learning Analytics Decision Support System (eCLADSS) with the integration of Multiple Linear Regression (MLR) and J48 classification models of data mining.

II. WORK DONE / CONTRIBUTIONS

Fig. 1 depicts the eCLADSS System Architecture that was used in this study.

It consists of four major phases such as 1) data pre-processing; 2) application of data mining techniques; 3) generation of student performance prediction model 4) then get appropriate decision for teaching and learning support.

Consequently, as illustrated in Fig. 2 the eCLADSS process model consisted of two stages: (1) the Data Mining
The data mining stage presents the generation of the model in preparation for the decision support stage. It begins with (a) data preparation; (b) data selection and transformation; and (c) model generation. In this study, the data sets from the university Academic Institutions Management Systems (AIMS) and the students’ history of accessing the Polytechnic University of the Philippines (PUP) eMabini Learning Portal-LMS were utilized. The LMS portal is powered by the Modular Object-Oriented Dynamic Learning Environment (Moodle) system. The user’s log file and other student’s related activities from the Moodle database consisting of 99,233 records were extracted. The authors used 248 records from the three (3) programs in the PUP Open University System.

On the other hand, the decision support stage begins with (d) knowledge management; (e) dialog management; and then (f) decision making. Knowledge management is the process where a model is selected and applied to the data. The knowledge is then presented to the LMS user in a manner that is easy to understand. However, dialog management is the process where the LMS user actually interacts with the system and inputs whatever data is needed to aid in the knowledge management. Results of the dialog will then facilitate in the decision making by the system user. Meanwhile, the LMS user is responsible for the model selection to enable him to analyze the data as well as the knowledge which would allow him to make appropriate decisions for teaching and learning support.

A. The Predictive Student Performance Model

Fig. 3 describes the process flow on how to generate the predictive student performance model. It consists of the following: 1) application of feature selection technique; 2) computation of attributes average and its rank; 3) application of J48 decision tree to classify the missing categorical value; and 4) application of the data mining regression algorithm to predict the student grade in numerical value.

1) Application of feature selection techniques

Feature selection could be used as a pre-processor for predictive data mining to rank predictors according to the strength of their relationship with dependent or outcome variable [9]. In this work, the authors used the Chi-Squared Attribute Evaluation (CH), Gain-Ratio Attribute Evaluation (GR) and Information-Gain Attribute Evaluation (IG) in order to determine the value of a certain attribute in terms of interrelation among other attributes.

As can be seen in Table I, the attribute activity_points garnered the highest average rate of 71.8. This result implies that attribute activity_points impacts output the most, and it showed the best performance in all of the three sets. The exam_points, exam_condition, study_year and log_freq attributes follow. However, the attribute registration got the lowest rank. This means an attribute getting a zero value has

Fig. 3. Process flow of LMS predictive student performance model.
no influence at all to the student performance model. As such, the top five attributes based on their average rank to generate the classifier model were used [10].

The authors carried out experiments in order to evaluate the performance and usefulness of the different classification algorithms for predicting students’ final marks based on information in the students’ usage data in the LMS and student profile. The discretization technique was applied during preprocessing tasks and tested the REPTree, CART and J48 algorithms on the data sets selected using 10-fold cross validation in WEKA. In this test, using J48 gain the highest accuracy rate of 97.17% [10].

TABLE I: AVERAGE AND RANK OF THE LMS USER’S ATTRIBUTES AFTER FEATURE SELECTION TEST

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Chi-Square (CH)</th>
<th>Info Gain (IG)</th>
<th>Gain Ratio (GR)</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity_Points</td>
<td>214.5</td>
<td>0.6</td>
<td>0.2</td>
<td>71.8</td>
</tr>
<tr>
<td>Exam_Points</td>
<td>155.1</td>
<td>0.4</td>
<td>0.2</td>
<td>51.9</td>
</tr>
<tr>
<td>Exam_Condition</td>
<td>113.4</td>
<td>0.3</td>
<td>0.6</td>
<td>38.1</td>
</tr>
<tr>
<td>Study_Year</td>
<td>21.2</td>
<td>0.1</td>
<td>0.1</td>
<td>7.1</td>
</tr>
<tr>
<td>Log_Freq</td>
<td>18.6</td>
<td>0.0</td>
<td>0.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Mat_Access_Freq</td>
<td>16.4</td>
<td>0.0</td>
<td>0.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Department</td>
<td>7.8</td>
<td>0.0</td>
<td>0.0</td>
<td>2.6</td>
</tr>
<tr>
<td>Age</td>
<td>4.3</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Type_Study</td>
<td>3.8</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Gender</td>
<td>1.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Registration</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

2) Application of J48 decision tree classifier for categorical attribute

Classification is the processing of finding a set of models (or functions) which describe and distinguish data classes or concepts, for the purposes of being able to use the model to predict the class of objects whose class label is unknown. An important feature of a classification model is that it is built using part of the data, the training set, which is used to learn the model. In this subset all the attributes are known, including the class. After the model is built, it is used to assign a label to new records where the class attribute is unknown [11].

In this study, the algorithm that was used is J48 by WEKA, which is a version of earlier algorithm C4.5, wherein both continuous and discrete attributes can be used. This algorithm was developed by Ross Quinlan and it uses Gain ratio as an attribute selection measure. The J48 generates a decision tree using the concept of information entropy from a set of labeled training data. It examines the information gain to make decision. It is one of the decision trees which often used in classification and prediction because it is simple yet a powerful way of knowledge representation [12].

J48 works best in dealing with numeric attributes, missing data, noisy data, and generating rules from the tree. The algorithm works in heuristic based reasoning where the candidate cuts off a smallest number of instances on the numeric attributes. The J48 model used in eCLADSS was derived from our previous work that has an accuracy of 97.17% [10].

3) Application of multiple linear regression algorithm to predict numerical rating

Data mining algorithms are the mechanisms which create the data mining model and the main phase of the data mining process. It is an exclusive application of the classification rule. Regression involves smoothing data by fitting the data to a function. It could be linear or multiple, the linear involves finding the best line to fit two variables so that one could be used to predict the other, while the multiple one has to do with more than two variables [13].

In this study, the authors employed Multiple Linear Regression Algorithm to predict the Final_grade which involve three (3) numeric predictor variables such as activity points, exam_points and material access count. MLR is a data mining technique that allows the use of more than one input variables and allows for fitting of more complex models and was solved by the extension of least square method [14].

B. Functionalities of eCLADSS

The eCLADSS basically provides two major functionalities: the repeated generation of the Multiple Linear Regression (MLR) model and Performance Prediction for the LMS users to view and eventually make decisions as to what particular category of courses need special attention. The eCLADSS also used J48 decision tree classifier model for Learning Management System (LMS). It assists the learner to identify the most valuable influencer for learning outcomes. It determines how likely is a Distance Education (DE) learners to get a mark of “Passed” in a certain course which may offer vital information to the teachers and university administrators for program planning and learner support strategies. The eCLADSS Home Page is shown in Fig. 4.

Fig. 4. eCLADSS home page.

The MLR model can be repeatedly generated by the LMS administrator using different training datasets which is selected from the data warehouse which is illustrated in Fig. 5. The selected dataset will serve as input to the generation of MLR model.

eCLADSS presents prediction by providing the predicted final rating of the DE Learners after having entered the necessary input as shown in Fig. 6 and Fig. 7. The predicted computed mark is based on the multiple linear regression model set by the user from the model.
repository. Only the LMS administrator has the authority to generate MLR models while the LMS user is granted an opportunity to select a model for the prediction of his LMS performance.

The authors used the top five attributes generated by the feature selection techniques to construct the predictive decision tree model. It consists of students’ obtained score in the online activity, examination rating and its condition, year of admission, their frequency of log into the portal which served as valuable indicators to the predictive decision tree model [10]. To further aid in the prediction and support service of the system, J48 prediction model was used. An example of this functionality is shown in Fig. 6.

Thus, if we apply the generated multi-regression model in the LMS data sets, the student must get a score of 85 and 80 in the Exam_pts and in the Activity_pts respectively, in order to obtain a Final_grade of 85.4617 (see Fig. 7).

All models that have been selected and their corresponding predictions from the data entered by the users are stored in database. This database can be accessed by the LMS administrator as shown in Fig. 8 for the purpose of continued data analysis, model evaluation and model improvement.

### III. Conclusion

The output of the study is expected to offer the patterns or behavior of Distance Education (DE) students that may help them succeed in the blended learning approach being provided by the DE educators. The developed eCLADSS prototype using J48 and Multiple Linear Regression (MLR) models provide the LMS users to view and eventually make decisions as to what particular category of courses need special attention. The system assists the learner to identify the most valuable influencer for learning outcomes. eCLADSS also provides students notification to complete missed online activities and they can easily calculate predicted numerical rating.

eCLADSS was successful in integrating feature selection and classification techniques. It provides a good platform for generation of academic model that can be adapted by other educational institutions because of its model generation and selection procedures and user-oriented interface. In the future, the authors will extend their work by integrating to the system a feature that can provide a customizable attribute selection, enhanced interface that will help the user to have flexible interactive visual exploration of the accumulated data and to use other data mining techniques.
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