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Abstract—Increasing usage of computers in educational systems such as web based learning systems cause huge e-content needs. In this context, Learning Objects (LOs), stored in Learning Object Repositories (LORs), are used to produce e-content and other educational materials. Evaluation and selection of LOs are difficult and time consuming process when LO and their descriptive metadata numbers are high. Therefore, LO selection process is considered as a multi criteria decision making (MCDM) problem. In this study, analytic hierarchy process - technique for order of preference by similarity to ideal solution (AHP-TOPSIS) methods are combined for selection of LOs from web-based Intelligent Learning Object Framework LOR that is called ZONESA. The results of the system, used in a real case study, showed that the proposed system can be used effectively to produce appropriate content using LO metadata.

Index Terms—Analytic hierarchy process, learning object selection, metadata, topsis.

I. INTRODUCTION

In real life world, web based learning and other technology are used for educational purposes excessively [1]. E-contents are used in these systems. Main resources of e-contents are LOs which are reusable elements having identifier metadata [2]. Metadata has many tag elements to identify LOs in LORs [3]. If there are a lot of LO in the LOR, evaluation and the selection of LOs are difficult process [4]. Moreover, this process may consume huge amount of time and cause unwanted selections [5]. Regarding these problems, LO evaluation process is considered as an optimization and decision making problem. For these reasons, TOPSIS method is combined with AHP to evaluate and select LOs by the help of IEEE LOM metadata.

II. MATERIAL AND METHODS

LOs can be described shortly as any entity, digital or non-digital reusable object to support educational systems [6]. LORs store LOs to provide e-content for such systems. Having a lot of LOs and metadata, selection and evaluation of LOs in LORs is difficult issue considering complexity of metadata and time waste issues [4]. Some methods are developed for evaluation and selection of LO with search parameters and criteria. Most ranked LOs are selected as best LOs in [2]. Another method is classification of LOs by using K-means and Kohonen’s Self Organizing Maps [7]. Moreover, frequent pattern tree [8], term frequency [9] are used for evaluation and selection of LOs. Yiğit et al. [4] and İnce et al. [5] used AHP method for LO selection based on IEEE LOM metadata. The Analytical Hierarch Process (AHP) is the most popular MCDM model to solve complex problems [10]. Having simple theory, basic calculation process, allowing sensitivity analysis, flexibility, both qualitative and quantitative methods are some beneficial aspects of AHP [11]. Although best known and objective MCDM method, AHP is generally criticized for judgment inconsistency, accuracy and weak prioritization methods [11]. TOPSIS method is used for finding ideal solutions in these problems [12]. In order to solve the drawbacks and critics of the AHP, TOPSIS method is combined with AHP to produce the best solutions to difficult and complex MCDM problems such as performance analyzing [13], spaceflight planning [14], cotton quality determination [15] and agent-based recreational fishing [16]. In these studies, the optimized solutions are provided by combined AHP-TOPSIS methods effectively. In this study, AHP-TOPSIS combined method is also used for LO selection for the first time in such problem.

The proposed method is used in the Zonesa project at Suleyman Demirel University/Turkey. The Zonesa system is a web based LOR to store LOs and produce new LOs for educational purposes. The Zonesa system is based on n-tier software architecture to provide fast, durable and expandable system as shown in Fig. 1. Users in the Zonesa can produce, store and share LOs and also prepare new LOs from existing ones. Having responsive web pages, user interfaces of the system can be used for both mobile devices and personal computers. Moreover, the Zonesa has also web services to share LOs with other LORs to provide interoperability and reusability between systems.
III. THEORY AND CALCULATIONS

LOs and metadata are stored in LORs. When the number of metadata is increased, search and selection of LOs become difficult because metadata has a lot of tag elements. In order to get desired LO from LOR, search parameters are queried. If parameters are not matched, nearest LOs can be selected as a result. Huge amount of LOs and metadata causes selection process to be difficult and complex issue. For these reasons, evaluation and selection process can be regarded as multi criteria decision making problem. We used AHP [4] and Fuzzy AHP [5] methods for LO selection in previous studies.

In order to solve the drawbacks and critics of the AHP, AHP is combined with the TOPSIS for LO selection and evaluation. Steps of this model as following:

Step 1: The qualitative and quantitative criteria and sub-criteria are defined.

Step 2: Pairwise comparisons of criteria and sub-criteria were performed. In this comparison process, the Saaty’s [17] comparison scale was used, which is shown in Table I. Equations from 1 to 9 are derived from Saaty’s AHP calculation [18].

\[
C_{ij} = \left[ \begin{array}{cccc}
C_{11} & C_{12} & \cdots & C_{1n} \\
C_{21} & C_{22} & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{n1} & C_{n2} & \cdots & C_{nn}
\end{array} \right] \tag{1}
\]

where \( n \) is criteria count. \( C_{ij} = 1/C_{ji} \), \( i \) and \( j \) is 1 to \( n \).

Step 3: Divide each element in the matrix by its column total to generate normalized pair-wise matrix \( X \).

\[
X_{ij} = \frac{C_{ij}}{\sum_{k=1}^{n} C_{kj}} \tag{2}
\]

where \( i \) and \( j \) is 1 to \( n \).

Step 4: Multiply each column pairwise comparison matrix by the corresponding weight.

\[
D = CXW \tag{6}
\]

\[
D_{ij} = \left[ \begin{array}{cccc}
C_{11} & C_{12} & \cdots & C_{1n} \\
C_{21} & C_{22} & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{n1} & C_{n2} & \cdots & C_{nn}
\end{array} \right] \left[ \begin{array}{c}
W_1 \\
W_2 \\
\vdots \\
W_n
\end{array} \right] = \left[ \begin{array}{c}
D_1 \\
D_2 \\
\vdots \\
D_n
\end{array} \right] \tag{7}
\]

where \( i \) and \( j \) is 1 to \( n \).

Step 5: Divide sum of row entries by the corresponding weight. Compute average value as \( \lambda \).

\[
E_i = \frac{\lambda_i}{W_i} \tag{8}
\]

where \( i \) is 1 to \( n \).

\[
\lambda = \frac{\sum_{i=1}^{n} E_i}{n} \tag{9}
\]

where \( i \) is 1 to \( n \).

Step 6: Consistency Index (\( CI \)) is calculated as

\[
CI = (\lambda - n)/(n - 1) \tag{10}
\]

Step 7: Consistency Ratio (\( CR \)) [10] is calculated as \( CR = CI/RI \) where \( RI \) is Random Index that can be found in Table II.

TABLE II: RANDOM INDEX VALUE SCALE [10]

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0.9</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.46</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Step 8: If \( CR \) is lower than 0.1 or equal to 0.1, the calculations of the criteria are consistent. Thus, weights can be used for TOPSIS calculations.

Step 9:

\[
A_{ij} = \left[ \begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1n} \\
A_{21} & A_{22} & \cdots & A_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m1} & A_{m2} & \cdots & A_{mn}
\end{array} \right] \tag{10}
\]

where \( m \) is LO count, \( n \) is criteria count. \( i \) is 1 to \( m \), \( j \) is 1 to \( n \).

Step 10: TOPSIS calculations are performed [13] as:

Normalize the matrix \( A_{ij} \) to get \( N_{ij} \) matrix by the formula given as

\[
N_{ij} = \frac{A_{ij}}{\sum_{i=1}^{m} A_{ij}} \text{ where } m \text{ is LO count.}
\]
Step 11: Determine the weighted decision matrix by multiplying each item with corresponding weight.

\[
\begin{bmatrix}
N_{11} & N_{12} & \cdots & \cdots & N_{1n} \\
N_{21} & N_{22} & \cdots & \cdots & N_{2n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
N_{m1} & N_{m2} & \cdots & \cdots & N_{mn}
\end{bmatrix}
\times
\begin{bmatrix}
W_1 \\
W_2 \\
\vdots \\
W_n
\end{bmatrix}
\]

(11)

where \( m \) is LO count, \( n \) is criteria count. \( i \) is 1 to \( m \), \( j \) is 1 to \( n \).

Step 12: Positive ideal solutions are found as:

\[
A_j^+ = \max(K_{ij})
\]

(12)

where \( i \) is 1 to \( m \) that is LO count and \( j \) is 1 to \( n \) that is criteria count.

Step 13: Negative ideal solutions are found as:

\[
A_j^- = \max(K_{ij})
\]

(13)

where \( i \) is 1 to \( m \) that is LO count and \( j \) is 1 to \( n \) that is criteria count.

Step 14: Distance and separations are calculated as:

\[
S_i^+ = \sqrt{\sum_{j=1}^{n}(K_{ij} - A_j^+)^2}
\]

(14)

\[
S_i^- = \sqrt{\sum_{j=1}^{n}(K_{ij} - A_j^-)^2}
\]

(15)

where \( i \) is 1 to \( m \) that is LO count and \( j \) is 1 to \( n \) that is criteria count.

Step 15: Calculate closeness coefficient to ideal solution as:

\[
C_i = \frac{S_i^+}{S_i^+ + S_i^-}
\]

(16)

where \( i \) is 1 to \( m \) that is LO count. When \( C_i \) values are ordered by ascending, last ordered alternative LO is selected ideal solution, shown in Fig. 2.

IV. RESULTS AND DISCUSSION

In presented study, the main criteria and sub-criteria were pairwise compared. The main criteria comparisons are changeable and each user saves their comparisons according to their preferences and priorities. In this study, six criteria is used as following: Learning Resource Type (C1) is educational kind of LO such as figure, exercise, table, simulation. Format (C2) is technical type of LO such as text/html, pdf, gif. Difficulty (C3) is difficulty of the LO according to the target users. Interactivity Level (C4) is the interaction level of user with the LO. Semantic Density (C5) is the degree of the content sense. Pair-wise comparisons of these criteria are shown in Table III and calculated criteria weights are shown in Table IV. Consistency ratio is found as 0.087 that shows criteria are consistent.

Zanakis et al. [19] stated that AHP is uniformly worse than TOPSIS. Similarly, AHP, TOPSIS and AHP-TOPSIS methods are applied to same LOs with same criteria. Ranking distribution of calculated LO points are shown in Table V. AHP-TOPSIS point interval is higher than others. Moreover, Fig. 3 shows the comparisons of these three methods. As shown, distribution of calculated LO points with AHP are not distinguishable. TOPSIS is better than AHP because distributions of calculated LO points with TOPSIS are uniformly distinguishable rather than AHP. Otherwise, slope of the AHP-TOPSIS graphic line is more distinguishing for highest pointed LOs. Therefore, AHP-TOPSIS combined method has best performance for LO evaluation.

**TABLE III: COMPARISON MATRIX OF MAIN CRITERIA**

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>C2</td>
<td>0.33</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>C3</td>
<td>0.20</td>
<td>0.33</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>C4</td>
<td>0.16</td>
<td>0.20</td>
<td>0.25</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>C5</td>
<td>0.14</td>
<td>0.16</td>
<td>0.20</td>
<td>0.33</td>
<td>1</td>
</tr>
</tbody>
</table>

**TABLE IV: CALCULATED WEIGHTS OF CRITERIA**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.4791</td>
</tr>
<tr>
<td>C2</td>
<td>0.2579</td>
</tr>
<tr>
<td>C3</td>
<td>0.1514</td>
</tr>
<tr>
<td>C4</td>
<td>0.0714</td>
</tr>
<tr>
<td>C5</td>
<td>0.0400</td>
</tr>
</tbody>
</table>

**TABLE V: CALCULATED POINT INTERVAL OF METHODS**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Minimum point</th>
<th>Maximum point</th>
<th>Mean point</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHP</td>
<td>0.34342267</td>
<td>0.466204495</td>
<td>0.404813</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>0.093994793</td>
<td>0.128775182</td>
<td>0.111385</td>
</tr>
<tr>
<td>AHP-TOPSIS</td>
<td>0.62534614</td>
<td>0.824534458</td>
<td>0.72494</td>
</tr>
</tbody>
</table>

Fig. 2. Comparisons of LO metadata values.

Fig. 3. Comparisons of LO evaluation methods.
V. CONCLUSION
There are a lot of methods for LO evaluation and selection process. Each method has its advantages and disadvantages. In this study, we used AHP-TOPSIS method to prevent difficulties and wastage of time in the e-content producing process. The AHP-TOPSIS combined method, developed in this paper, is more reliable. Drawbacks of the AHP method are eliminated by the help of TOPSIS. Obtained results demonstrate the importance of the method. The Zonesa system is used for evaluation and searching of LOs for similar short range LOs in real case study. Different MCDM methods can be used for presented issue in the future.
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