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Abstract—Any lecturer would agree that marking exams is 

the bane of her existence. A time-consuming and tiring process, 

it often requires complex, subjective judgments. Higher 

education exams typically take 3.0 hours. Do they really need to 

last so long? Can we justifiably reduce the number of questions 

on them? Shortening an exam by one hour, if justified, should 

result in a one-third reduction in lecturer time and effort spent 

marking. Surprisingly little empirical research has addressed 

these problems. Classical methods may be partly to blame for 

this dearth of studies. We propose an alternative methodology 

based on three key components including two recent 

developments in experimental design and statistics -- synthetic 

experimental designs and equivalence hypothesis testing. The 

third component consists in comparing, on six psychometric 

criteria, student performance in a class on the standard 3.0-hr 

final exam with that on shortened exams with proportionately 

fewer questions. Two are the frequently misunderstood 

standard psychometric criteria – reliability and validity. We 

argue that adding four common-sense criteria – justifiability of 

test use, number of exam questions, equivalence in mean 

student performance, and correspondence (between shortened 

and full-length exam scores) – confer significant additional 

benefits. Our approach provides a simple methodology that 

lecturers can, with minimal time and effort, use to examine the 

effect of shortening exams for their own classes. 

 

Index Terms—Exam length, psychometric criteria, synthetic 

experimental designs, test length. 

 

I. INTRODUCTION 

Marking exams is the bane of any lecturer’s existence. It is 

characteristically a tedious, time-consuming process. The 

intricate subjective judgments that are required can exhaust 

even the most dedicated of lecturers. Yet despite the almost 

universal loathing of lecturers for this activity, surprisingly 

little research has been published on ways to reduce the time 

and effort required to mark conventional written 

examinations. The purpose of the present study is to redress 

this long-standing neglect. In this paper, we are concerned 

with mixed-format exams used most commonly in academe 

and consisting of a mixture of different types of questions 

including problem solving (requiring detailed solutions), 
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essay, short answer, and multiple choice questions.  

Written final examinations three hours or more in length 

are common in many universities and colleges around the 

world. Why then, if marking is so universally loathed, are 

exams so long (both in duration and number of questions 

posed)? Custom or tradition seems the primary reason [1]. 

Even more surprisingly, long exams have been retained 

despite dramatic increases in class sizes over the past couple 

of decades at most institutions of higher learning. Many 

lecturers complain of class sizes more than doubling in just 

the last 15-20 years [2]-[4]. In effect, marking time and effort 

for many lecturers has, at a minimum, effectively doubled. 

As most lecturers already work near their limits (far more 

than the cultural norm today of 35-40 hours per week), this 

dramatic increase in marking necessitates a comparable 

costly reduction in other activities such as research or 

mentoring students. Official policy at many institutions also 

increases the pressure on markers. Final grades must often be 

submitted within an unrealistically brief period.  

In response to such pressures [4], some lecturers have 

abandoned written examinations in favour of multiple choice 

question (MCQ) exams. The latter have been extensively 

studied and will not be reviewed here. We note in passing, 

however, that although MCQ exams offer many advantages 

(e.g., no effort required to mark them), they are, in the 

opinion of many lecturers, unsuitable for use in many 

university and college courses. For example, smaller class 

sizes, rapidly changing course coverage, or advanced topics 

are often better handled using mixed-format written 

examinations [5], [6]. Furthermore, most lecturers are 

unaware of and untrained in the extensive theory, proper 

design, and use of MCQ exams. It takes a lot of time and very 

hard work to design effective MCQ exams, time that, in our 

experience, is rarely devoted. Sadly, even the banks of 

multiple choice questions provided with many introductory 

textbooks have often been poorly prepared. Given the many 

shortcomings associated with the use of MCQ exams, many 

of us prefer to continue using traditional mixed-format 

written examinations. 

Common sense, however, suggests the time required to 

mark mixed-format written examinations can be substantially 

reduced by shortening the length (that is, by reducing the 

time allotted for exam completion and proportionately 

reducing the number of questions posed). An obvious caveat 

is that the shortening should not destroy the psychometric 

properties of the exam, that is, the suitability of the exam for 

assessing student learning and knowledge in an academic 

course.  

A. Empirical Studies of Exam Length 

Over 50 years ago, Cox [7] observed wryly “It is, however, 

Eric S. Lee, Connie Bygrave, Jordan Mahar, and Naina Garg 

Can Higher Education Exams Be Shortened? A Proposed 

Methodology 

International Journal of Information and Education Technology, Vol. 4, No. 6, December 2014

517DOI: 10.7763/IJIET.2014.V4.462



of special significance here, since, although examining is an 

important and time consuming occupation, very few of those 

who are actively engaged in it regard it as a field for 

experiment and research, or if they do they keep their 

findings very much to themselves.” Not much has changed in 

the 50 years since he wrote those words.  

Nevertheless, there are a few. However, we leave 

comprehensively reviewing the past literature on this topic 

for a later paper. Here we confine our discussion to noting 

that almost all of these articles have restricted their attention 

to assessing the reliability of exam scores [1].  

The typical approaches that have been used to research 

issues of test length are discussed in classic psychometric 

texts such as [8]. Typically the focus is on estimating the 

reliability of test scores and, more rarely, test validity [9]. 

Two recent papers typify the approaches frequently used to 

investigate these issues. To study the effect of different SAT 

test lengths on performance and subjective fatigue effects, 

[10] employed a conventional independent-groups 

experimental design while [11] employed a conventional 

dependent-groups experimental design. While both of these 

study designs were appropriate to examine the specific 

questions addressed by these authors, they are also 

time-consuming, complex, and difficult to conduct. These 

traditional experimental approaches are also problematic if 

used to examine issues of classroom exam length.  

Another researcher, Hill, pioneered an alternative 

approach [1]. Our approach, though based on Hill’s method, 

differs significantly from his, as we shall discuss at length in 

the following sections. We believe that our recommended 

changes greatly increase the advantages of Hill’s method 

resulting in a much more effective, simpler, and less 

time-consuming methodology for studying the problem of 

higher education exam length. 

 

II. THE CLASSICAL PSYCHOMETRIC APPROACH 

For over 100 years, classical test theory has been 

predicated on the proposition that test development must be 

based on two key criteria -- reliability and validity [12]. 

A. Reliability 

To be useful, the performance scores of individual students 

on some class examination must be reliable. As Dracup [9] 

asserts, “Reliability is a fundamental requirement of any 

assessment procedure. The greater the reliability of an 

assessment, the more certain we can be that observed 

differences between the individuals on the assessment are the 

result of real differences between the individuals on whatever 

the assessment is measuring rather than the result of random 

error.” Reliability and measurement error are inversely 

related as the error associated with student scores on an exam 

generally decreases as reliability increases. Error or 

unreliability of student marks can be caused by a multiplicity 

of factors, including the particular questions sampled and 

marker error. Frisbie [13] expressed it well: “We should not 

expect test scores to be perfect measurements, but there is 

only so much error that we should be willing to tolerate. A 

geography test should yield scores that put students in the 

same relative order, whether given on Tuesday or 

Wednesday. If a slightly different set of 40 test questions had 

been used, essentially the same relative ordering of student 

scores should have resulted. That is, anytime a classroom test 

is given, we would like the resulting scores to be 

generalizable over testing occasions, over sets of similar test 

questions, and over slightly varying test conditions. … If we 

cannot rely on the scores as accurate measurements of 

achievement, we cannot use them to make instructional 

decisions or to communicate progress to students”. 

It should be apparent that “reliability is a property of a set 

of test scores, not a property of the test itself” [13]. 

B. Validity 

Arguably the most important criterion that must be 

satisfied when considering alternative exams is validity, or 

the degree to which they measure what they purport to 

measure. To be more specific, “validity is defined not strictly 

as a characteristic of a test or as a characteristic of a score but 

necessarily as an interaction of the two” [14]. Furthermore, 

“[v]alidity is the degree to which scores on an appropriately 

administered instrument support inferences about variation in 

the characteristic that the instrument was developed to 

measure” Validation, on the other hand, is defined as “the 

ongoing process of gathering, summarizing, and evaluating 

relevant evidence concerning the degree to which that 

evidence supports the intended meaning of scores yielded by 

an instrument and inferences about standing on the 

characteristic it was designed to measure”. Claims and 

decisions based on official shortened exams should, therefore, 

be as valid as those based on current full-length 3.0-hr exams.  

C. Critique 

Despite the undisputed importance of reliability and 

validity as criteria that must be satisfied in test or exam 

development, we argue that this classic approach suffers 

several weaknesses. First, reliability and validity are difficult, 

complicated concepts understood by few of their users and 

misunderstood by many [13]-[15]. Second, very often only 

reliability is reported in the literature. Does this reflect a 

general reluctance among researchers to deal with the 

subjectivity inherent in any investigation of validity? Third, 

we argue that there are other issues, ignored by classicists, 

that are relevant and of some importance in developing 

effective tests and exams. These issues–justification of test 

use, number of questions on exams, correspondence, 

equivalence – are discussed in subsequent sections. Fourth, 

these other issues are, we argue, based on common sense and 

more easily understood. Furthermore, all six criteria can be 

used profitably in comparing psychometrically the 

effectiveness of shortened exams with full-length exams. 

 

III. OUR PROPOSED APPROACH 

A. Purpose 

We propose a methodology that professors can use to 

ascertain whether there is empirical support for justifying a 

marked reduction in the length of their current final 

examinations, or whether, as Hill found, the evidence would 

indicate the need to increase current exam length [1]. For 
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each class in a course of interest, student performance on one 

or more shortened exams can be compared with that on the 

full-length 3.0-hr exam. Shortened exams in each class would 

have proportionately fewer exam questions. Even a one-hour 

reduction in exam length from the traditional 3.0 hours to 2.0 

hours, if justified, should result in a substantial one-third 

reduction in the total amount of time and effort required to 

make up the exam and mark it. To compare shortened with 

full-length exams, a separate experiment would be conducted 

on each class. The same experimental procedures are 

employed with each class. 

B. Exams 

With our proposed method, each student actually writes 

only a single final exam, the current full-length exam. For 

illustration purposes, we will assume in the ensuing 

discussion that the current exam is 3.0 hours long, the typical 

length of a final exam at our university and the shortened 

exam is 2.0 hours in length.  

C. Experimental Design 

We considered conventional independent-groups and 

repeated-measures experimental designs for examining the 

effect of exam length on student performance but rejected 

both methodologies. For example, a conventional 

independent-groups experimental design would have 

required students in a given class be randomly assigned to 

write one of two possible final exams (a 2.0 and a 3.0-hr 

exam). Similarly, a conventional repeated-measures design 

would have required all students in a given class to write both 

exams with the order in which each student wrote the two 

exams determined randomly. Clearly, both types of 

traditional randomized experimental designs must be rejected 

for use here given the many obvious deficiencies associated 

with each: practical difficulties, ethical concerns, cost, and 

time [16]. For example, both students and administrators 

would refuse to accept the use of multiple final examinations 

of varying lengths for any course. Universities and colleges 

generally require that for the sake of fairness all students in a 

given course be evaluated in the same way. As well, picture 

the poor student compelled to write two exams totaling 5.0 

hours during a busy exam schedule in which they had to write 

final exams in 3-5 other courses! Similarly, pity the 

administrator confronted by irate students complaining of 

unfair treatment because they had been randomly assigned to 

write a long 3.0-hr final exam while other students in the 

same course only had to write an easier 2.0-hr exam! 

Instead, to get around these manifold problems, we 

propose employing the same experimental methodology 

pioneered by Hill [1] for investigating the effects of exam 

length on student performance and more fully explored 

theoretically in [16]. The latter authors refer to this variation 

on traditional repeated-measures designs as a synthetic 

experimental design. Synthetic designs are true experimental 

designs capable of examining cause-effect relationships and 

with many of the advantages of both conventional 

independent- and dependent-group designs and few of their 

respective inherent disadvantages. As will be seen in 

subsequent sections, synthetic designs offer marked practical 

and ethical advantages as well as simplicity and low cost.  

Synthetic designs are a form of repeated measures (or 

dependent-groups) in which the effects of a variable are 

examined experimentally using synthetically generated 

performance scores for each subject for all comparison 

groups except the original set of empirical performance 

scores. For example, one can use student performances on a 

full-length 3.0-hr exam, the empirical scores, to generate the 

synthetic performances on shortened comparison exams.  

The methodology employed is virtually identical in each 

class (i.e., experiment) and is described in the following 

sections. For each class, a synthetic experiment would be 

conducted with one synthetic factor, or independent variable 

- exam length.  

Synthetic designs, unlike conventional experimental 

designs, do not require that an empirical study be designed 

and then conducted to gather the information required to 

address the research issues of interest (though this can also be 

done). In fact, archival data can be used as the basis for a 

synthetic experimental design [16]-[21]. Hill [1] was the first 

to use a synthetic design to investigate the issue of exam 

length though he did not take advantage of the many uses that 

can be made from such an experimental design [16]. This is, 

in fact, what was done here. We argue that many educators 

and researchers could benefit from using this variation of a 

true experimental design. 

D. Procedure 

Students actually write only a single exam. For present 

purposes, we assume that to be 3.0 hours long. Synthetic 

experiments are always conducted in two successive phases: 

an empirical phase followed by a synthetic phase [16].  

1) Empirical phase 

No new data need actually be collected empirically for the 

purposes of this study. Instead, all student exams would be 

removed from storage (regulations at most universities 

dictate storage of all final exams for a year in case there are 

appeals), and for each student, the marks awarded for each 

part of each question that had been graded separately on the 

full-length 3.0-hr exam would be recorded in a spreadsheet, 

e.g., Excel or SPSS. Thus, an empirical data set would consist 

of the set of n student vectors in a class, each vector 

composed of the marks awarded to that student on each part 

of each question (that could be separately scored) on the 

full-length exam. 

2) Synthetic phase 

For the purposes of this illustrative example, the original 

exam writer (i.e., examiner) of a given full-length 3.0-hr 

exam would subsequently construct shortened exam versions 

of the desired lengths. The same procedure is used to 

construct each shortened-length exam. The subset of 

questions on any shortened exam always constitutes a subset 

of all the questions on the full-length exam. The subset 

should always be selected by the examiner to produce the 

best possible, fairest exam (and appropriate for the time 

available) of the shortened length given this constraint. As a 

rough guide in each case, the ratio of exam times (short/full) 

sets the percentage of marks for questions selected from the 

full-length exam to be included on the newly created 

shortened exam. Thus, for a 1.5-hour exam, for example, a 

subset of questions would be selected totaling approximately 
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(1.5/3.0 × 100 =) 50% of the original 100 marks allotted on 

the full-length exam.  

A spreadsheet equation can be used to compute the mark a 

student would receive for each version of the 3.0-hour exam 

without resorting to further empirical testing of students. 

Each equation sums the marks achieved by a student on only 

those questions (or parts of questions) that would appear on 

that particular shortened version of the full 3.0-hour exam. In 

a few cases, the mark allotted for a particular part of a 

question can be changed slightly (by at most a few per cent) 

to reflect the relative importance of the question on the new 

shortened exam or to make the questions sum to the desired 

target.  

For comparability of exam performances, student marks 

for each shortened exam are then renormalized to a range of 0 

to 100%. Thus, if the total marks on a shortened 1.5-hour 

exam add up to 48% (of the marks on the original 3.0-hr 

exam), then each student’s shortened exam mark is 

multiplied by 100/48. A student mark of 36 out of a 

maximum possible 48 on such a 1.5-hour exam would, 

therefore, result in a score of 75%. 

Generation of derived, or synthetic, student performance 

scores are based on the assumption that students would 

answer the same question in exactly the same way on a 

shortened exam as they had on the actual full-length 3.0-hour 

exam. Given that a comparable amount of time would be 

available to answer this identical question in both exam 

situations, this assumption seems reasonable. In his early 

investigation of the problem of exam length, Hill [1] 

generated synthetic performance scores for students on 

various hypothetical shortened engineering exams. Though 

he did not explicitly state it in his paper, this same assumption 

must be made to justify the statistical analyses and 

conclusions that he made. Similarly, in their recent searches 

for effective shortened versions of the Raven Advanced 

Progressive Matrices test, [17], [18], [21], also synthetically 

generated performance scores for shortened versions of this 

test. Though not stated explicitly, a similar assumption must 

be made to justify the generation of synthetic empirical data, 

the statistical analyses, and the interpretations and 

conclusions that these authors made. This assumption must 

always be made to justify use of a synthetic design [16]. 

E. Criteria for Evaluating Suitability of Shortened Exams 

Our approach to assessing whether a shortened version of 

a traditional 3.0-hr final exam could replace it as the official 

final exam in a course is based on six psychometric criteria: 1) 

reliability, 2) validity, 3) justifiability of test use, 4) the 

number of (separately scorable) questions on an exam, 5) 

correspondence (between the performance of students on the 

full-length 3.0-hr exam and that on a shortened exam), and 6) 

equivalence of, and differences between, mean student 

performance on shortened and full-length exams. Reliability 

and validity are traditional psychometric requirements that 

should be met by any examination that is used to assess 

student performance in a course [8]. They have usually been 

the only psychometric properties examined when developing 

standardized achievement, diagnostic, and counseling tests.  

We propose consideration of four additional psychometric 

properties–justification of test use, number of exam questions, 

equivalence, and correspondence–because they provide 

easily understood, comprehensive insight into the assessment 

of the suitability of shortened exams as replacements for 

current 3.0-hr exams. These four criteria are new ones that 

should also be met to justify shortening any current exam. 

We do not claim that our six criteria provide completely 

independent sources of psychometric information relevant 

for decision making, just as classical notions of reliability and 

validity do not. Rather we argue that they provide a more 

comprehensive, clearer picture of the strengths and 

weaknesses of any proposed shortened test. We discuss each 

criterion in turn, explaining why we use each, how we 

measure each, and the standard we set to be met by any 

shortened exam to be considered a suitable replacement. 

1) Reliability criterion 

Though there are many types of reliability (such as 

test-retest, intermarker, intramarker), we focus on 

internal-consistency reliability for three reasons. First, it can 

be assessed from a single administration of a test. Second, it 

is the most frequently reported measure of reliability [8], [22]. 

Third, we are most interested in estimating, not intermarker 

reliability or test-retest reliability, but the reliability of 

interpretations of student scores on our exams (i.e., 

measurement error primarily due, not to differences among 

different markers, but to variation among the items on an 

exam). “Internal consistency estimates relate to item 

homogeneity, the degree to which the items on a test jointly 

measure the same construct” [23]. The questions or items on 

an exam should be intercorrelated, thereby permitting 

lecturers to interpret meaningfully the sum of marks for all 

questions on an exam.  

Following common psychometric practice, we estimate 

internal consistency reliability using coefficient alpha (α) 

which estimates the correlation that one would expect 

between a test and some alternative version of the same test 

of the same length, having the same number of randomly 

selected questions [8], [23]. This can also be thought of as the 

correlation one would expect between an actual test and 

errorless true scores. For example, if α = .81, then the 

expected correlation between an actual test and errorless true 

scores would equal .90. Alpha is like a correlation coefficient, 

with larger values signifying higher reliability and ranging 

from 0 to 1.00. According to Frisbie [13], “Alpha can provide 

an estimate of the reliability of scores from tests composed of 

any assortment of item types – essays, multiple-choice, 

numerical problems, true-false, or completion.”  

It is important to remember that α underestimates the true 

reliability [24]. To be precise, “the theoretical reliability 

coefficient can be characterized as the coefficient of 

precision (i.e., the correlation that would be obtained 

between two perfectly parallel forms of the test if there were 

no changes in examinees between testings). When a 

composite is made up of nonparallel subtests, we can 

estimate the lower bound of its coefficient of precision by 

using coefficient alpha,” [25].  

What reliability (estimated by α) should we expect of any 

acceptable exam, whether shortened or full-length, used to 

assess student performance in a course? Two standards have 

conventionally been applied when assessing reliability using 
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coefficient alpha. Many researchers cite Nunnally & 

Bernstein [8] as advocating the use of α ≥ .70. However, a 

careful reading of [8] does not support this position [21]. 

Moreover, the α ≥ .70 standard was intended for use by 

researchers, not those making decisions on the basis of class 

marks on exams. Others have advocated the use of α ≥ .90, 

but this standard is most appropriate for use in the 

development of standardized achievement and diagnostic 

tests because such a test is often used by itself to assist in 

making important decisions affecting the future of people. 

We suggest that readers appreciate that the standard for the 

level of reliability to be achieved should depend upon the 

uses to which scores on the test are to be put [13], [8]. Most 

decisions in higher education are based on student 

performance in multiple academic courses. The reliability of 

combinations of course marks is very, very high, often 

exceeding .90 [9], even when the reliability of marks in each 

individual course is very low. 

In general, there is no magical cut-off that should be 

exceeded, and we argue that there is certainly none that can 

be defended for use in addressing issues in exam length [13]. 

As Schmitt [26] states so succinctly, “There is no sacred level 

of acceptable or unacceptable level of alpha. In some cases, 

measures with (by conventional standards) low levels of 

alpha may still be quite useful.” Similarly, Schmitt asserts 

“When a measure has other desirable properties, such as 

meaningful content coverage of some domain …, this low 

reliability may not be a major impediment to its use” (as 

would hopefully be true of university exams). Nevertheless, 

the higher the reliability, the better it is for making decisions 

about students.  

However, Fan & Thompson [27] argue that in any study a 

standard for reliability should always be specified and a 

rationale provided for that value. Based on our long 

experience teaching, our knowledge of psychometric 

principles, and the quantitative nature of the courses that we 

teach at this time (statistics and finance), we argue that alpha 

should equal or exceed roughly .75 (α ≥ .75), with the caveat 

that even higher reliabilities are preferable. Lower standards 

might be more appropriate in other types of courses such as 

non-quantitative subjects (e.g., English). Our rationale for 

this criterion is based on three considerations. First, 

reliability for quantitative courses such as statistics and 

finance are undoubtedly generally higher than that for 

non-quantitative courses [9]. By nature, quantitative 

disciplines such as statistics and finance are more objective 

than non-quantitative ones such as organizational behaviour. 

Finance exams test student ability to apply formulae and 

theories to exact the “right” answer. Organizational behavior 

exams test student ability to apply theories to critically 

analyze situations. The “right” answers are contingent upon 

the examiner’s judgment. This subjectivity can affect the 

reliability of test scores. 

Second, we note that reliability for a final exam in a course 

need not be so high (as .90) since final grades for students in 

North American education institutions are typically based not 

just on student performance on the final exam, but also on 

performance on midterms, assignments, projects, and others 

[13]. These additional sources of evidence on student 

performance in a given course can increase the reliability of 

the overall final grade substantially.  

Third, decisions affecting students are typically based on 

their performance in many different courses. If we accept that 

ideally the overall reliability for a collection of many courses 

(on which important decisions affecting a student are to be 

made) should be very high (e.g., α ≥ .90), then the reliability 

for any particular course could be much lower than .90. As 

well, if the overall student mark in a course is based on other 

factors such as midterms in addition to final exam 

performance, then the ideal reliability standard of the final 

exam scores by itself could be set even lower still. To be on 

the conservative side, however, we set the minimum standard 

to be exceeded for reliability of exam scores in a given class 

of our quantitative courses as α ≥ .75 or .80. 

2) Validity criterion 

We believe that three sources of validity evidence for the 

interpretation of student performance on exams can be 

examined relatively easily: face validity evidence, evidence 

based on content validity, and evidence based on internal 

structure [8], [15]. This is one more than the modal number of 

sources commonly reported in research articles aimed at 

establishing the sound psychometric properties of 

achievement, psychological, and counseling tests [15]. We 

define each and describe how each might be measured.  

Face validity refers to the degree to which examiners and 

students subjectively judge an exam to be fair, reasonable, 

and appropriate, that is, how well does the exam cover the 

knowledge and skills taught in the course. Given our focus on 

the professor teaching a course, one could ask whether or not 

they would be willing to use each shortened exam version as 

the official final exam in their course. As well, we could ask 

them to rate on a 5-point Likert scale (1 = not at all acceptable 

to 5 = very acceptable) the acceptability of each exam as the 

official exam for the course. Though alternative methods of 

estimating face validity can be used (e.g., asking a panel of 

experts), they are generally more time-consuming.  

Content validity refers to how well the questions on a 

given exam sample the content covered in a course. The 

typical approach for establishing evidence for this source of 

validity is by use of an effective method for ensuring content 

validity in the construction of the exam [8]. For exams, 

therefore, constructing a comprehensive plan, outlining the 

topics taught, their relative importance in the course, the 

amount of class time spent on each topic, and the type of 

student being examined is often a more effective method of 

achieving validity than conducting an investigation of the 

content validity achieved with an already constructed exam. 

This approach should be used for construction of all official 

exams but would be inadmissible for shortened versions. For 

shortened exams, therefore, one could rely on assessing 

content validity using a short questionnaire administered 

after creation of the shortened versions of each 3.0-hr exam. 

To measure content validity, one might consider asking the 

professor teaching a course two questions. First, how well did 

each version of an exam cover all important topics in the 

course? Second, how well did the mark allocation on each 

exam reflect the relative importance of the topics covered in 

the course (i.e., were more marks allocated to more important 

topics in the course). Each question could use the same 

5-point Likert scale of 1 = not very well to 5 = very well. 
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Evidence based on test content is most appropriate for 

assessing the validity of higher education course exams. 

Internal structure validity refers to the relationship among 

the questions on a test or exam. Two possible measures of 

internal structure evidence are coefficient alpha for each 

exam and the item-to-total correlation for each question on 

each exam. Contrary to popular belief, internal consistency 

reliability does not assure validity [28]. It does, however, set 

an upper bound on the possible validity associated with an 

exam. Consequently, high internal consistency reliability is 

crucial if one hopes to develop effective, content valid exams. 

Therefore, we suggest examination of reliabilities (as 

estimated by α) associated with various exams to assess 

evidence for validity based on internal structure. 

3) Justification-of-use criterion 

Many have argued about the general lack of understanding 

of reliability and validity [13], [14]. To address this, we 

follow Cizek’s [30] lead in insisting that “A distinction must 

be made between evidence supporting the intended 

inferences from test scores and evidence supporting a test use. 

Validity theory must be refined to differentiate between 

validation of score inferences (i.e., the methods and sources 

of information relevant to determining the confidence that is 

warranted regarding the intended meaning of a test score) and 

justification of test use (i.e., the methods and sources of 

information – including consequences – brought to bear on 

the question of whether it is a good idea to use a test in the 

first place).”  

There are, however, no generally accepted sources or 

standards of justification evidence. Nevertheless, we believe 

that four sources of justification can be considered when 

assessing this criterion for shortened exams [29]. First, what 

are the consequences of using a shortened exam in place of 

the full-length 3.0-hr exam as the official test for a course? 

Second, what changes in the human and financial resources 

and costs can be expected by adopting a shortened exam? 

Third, could other policy goals be achievable by a proposed 

shortening (e.g., more research or more attention to 

mentoring students)? Fourth, what are the relative benefits of 

using a shortened exam as the official final exam for a course 

instead of the current 3.0-hr exam length?  

4) Number of exam questions criterion 

The number of (separately scorable or gradable) questions, 

or parts of questions, on an exam is related to both reliability 

and validity. The Spearman-Brown prophecy formula (which 

can be derived from classical test theory) indicates how, 

provided the assumptions of classical theory are met, 

reliability (in our case, as estimated by coefficient alpha) can 

be increased, or decreased, by simply increasing, or 

decreasing, the number of questions on an exam. This 

equation clearly shows that any exam writer has only to 

increase the number of questions on an exam (but keeping 

exam length in time constant) to secure higher reliability (and 

to increase simultaneously the upper bound for validity) [8].  

A second advantage of explicitly considering the number 

of questions on an exam is Nunnally and Bernstein’s [8] 

admonition to ensure that a minimum of at least 10 questions 

should appear on any test or exam to secure adequately high 

reliability (i.e., ensure k ≥ 10). The investigation by Hill [1] 

shows the value of this rule. If Hill had followed this rule, he 

would have realized that none of his full-length 3.0-hr exams 

had a sufficient number of questions. With only 5-6 questions 

on each of his 3.0-hr engineering exams, it is clear that 

reliability could not be high enough to justify shortening the 

then-current official 3.0-hr exams. In fact, more, rather than 

fewer, questions should have been asked on each of his 

official 3.0-hr exams.  

A third potential advantage is that it immediately suggests 

how, if reliability is low enough to be of concern, one need 

only consider increasing the number of questions posed on an 

exam (for a given length of exam time). 

5) Correspondence criterion 

Another common-sense criterion that should, in our 

opinion, be met by any suitable shortened (replacement) 

exam is that students in a class should perform as poorly (or 

as well) on a suitable shortened exam as they did on the 

official full-length 3.0-hr exam. That is, we expect student 

marks on a suitable shortened exam to correspond highly 

with that on the full-length 3.0-hr exam. Pearson r can be 

used as a measure of correspondence. While reliability also 

addresses this issue, this criterion provides an alternative way 

of looking at this issue. It is analogous to the criterion 

employed by researchers developing shortened forms of 

already established full-length psychological tests [17], [18], 

[21], [30].  

As discussed earlier, practical and ethical difficulties make 

it almost impossible to assess this criterion using 

conventional experimental methods. Synthetic experimental 

designs, however, make this possible. For each student in a 

class, synthetic designs make it possible to generate scores 

for students on shortened versions of the original exam. 

Because synthetic designs are a form of repeated measures, 

they also provide a very powerful test of this criterion. 

As a standard, we expect that the correlation between the 

full-length exam and an acceptable shortened exam would 

exceed roughly .90 (i.e., r ≥ .90) so that at least 80% of the 

total variation among student scores on the full-length 3.0-hr 

exam scores can be explained by variation in shortened exam 

scores. We considered shortened exams with lower r values 

to contain too much error to be used as replacements for 

current full-length exams.  

6) Equivalence (and difference) criterion 

A final common-sense criterion is that student 

performance on a suitable shortened exam should, on average, 

be roughly equivalent to that on the current full-length 3.0-hr 

exam. Most professors who have taught the same course 

several times recognize that average student performance 

varies from one class to another. In part, this is expected since 

the exams are never the same from one class to another, the 

students are not the same, and how one teaches changes from 

one year to the next. Nevertheless, most professors would 

agree that these class averages, while never exactly the same, 

should, if the exams are fair, be roughly equivalent. For a 

shortened exam to be considered an acceptable substitute for 

the full-length exam, we hypothesized, first, that average 

student performance on that exam would not deviate 

significantly from that on the full-length 3.0-hr exam, and 

second, that average student performance on the two exams 
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should be roughly equivalent. 

However, traditional hypothesis tests, sometimes referred 

to as difference tests, cannot test for equivalence. Many 

researchers mistakenly believe that a failure to reject the null 

hypothesis (H0) in difference testing provides evidence that 

no real difference exists between groups. Such a conclusion 

has been shown repeatedly to be wrong [31]. In reality, the 

only justifiable conclusion one can make on failing to reject 

the null hypothesis is that there is insufficient evidence of a 

real difference existing. 

In recent years, statisticians in the medical and 

pharmaceutical fields have developed an alternative to the 

conventional difference test method of testing hypotheses. In 

equivalence testing, the experimental or alternative 

hypothesis (H1) directly tests for equality of means. In this 

method, the null hypothesis (H0) is that there is no evidence 

of equivalence among the group means. Readers should note 

that in equivalence testing a conclusion of H0 does not signify 

that a difference exists. To test whether a difference exists 

among groups, one must use difference testing. Similarly, to 

test whether groups are equivalent, one must use equivalence 

testing. We follow the lead of [32], [33] in using both 

difference and equivalence statistical tests. 

F. Statistical Analysis of Exam Length Data 

In a separate paper, we discuss the important issues 

associated with the statistical analysis of exam length data 

collected using our approach [34]. We restrict our comments 

here to note that in that paper we present recommended 

procedures to deal with important issues in statistical analysis 

such as equivalence testing, problems with conventional 

hypothesis testing, and confidence intervals for correlations, 

reliabilities, and differences between means.  

G. Estimating Equivalence in Mean Grades on Exams 

Equivalence testing requires the estimation of delta (Δ) 

which determines the range (±Δ) within which the observed 

difference between mean student performances for a class 

between shortened and full-length exams could normally be 

expected to fall. We believe delta can be estimated using any 

one of four different methods, two providing subjective 

estimates and two empirical. The first method consists in 

asking the instructor in a course to estimate the typical range 

within which mean student marks of previous classes had 

varied. The second method consists of asking a sample of 

lecturers who have taught the same course before to estimate 

subjectively the range within which mean student marks for 

different classes and different full-length 3.0-hr exams would 

normally be expected to fall (and still be considered to be fair 

measures of student performance in a course).  

The third method consists in empirically estimating delta 

by examining the mean final exam mark for a sample of 

previous classes taught that all had full-length 3.0-hr exams. 

A rationale for using this approach is that previous classes 

with 3.0-hr exams judged to be roughly equivalent measures 

of student performance in the course would provide a 

reasonable empirical estimate of delta. Since a lecturer has 

judged all class means in their course to be essentially 

equivalent, despite the manifold differences among the 

exams used in each class, in the students taught, and when 

they were taught, delta can be estimated to be approximately 

equal to roughly two standard deviations away from the mean 

of the class means observed in the recent past in a given 

course for 3.0-hr exams (for a 95% confidence interval). 

The fourth method of estimating delta would be to set Δ = 

±10% of the control group mean for each class (that is, of the 

3.0-hr exam class mean). Thus, if the control group is the 

3.0-hr exam for a given class with a mean student mark of 

70%, then set Δ = ± (.10 × 70%) = ± 7%. For this class, one 

would expect the mean mark for other classes on this same 

exam to vary somewhere between 63% and 77%. Any 

shortened exam with a mean inside this range would have to 

be considered equivalent to the 3.0-hr exam (i.e., the control 

group exam mean).  

This empirical method of estimating delta has been used 

extensively in both medicine and psychology, but their 

standard has typically been set at Δ = ±20% of the control 

group mean [32], [33]. From long experience teaching, we 

considered this value to be too large for the quantitative 

courses that we currently teach. For non-quantitative courses 

such as organizational behavior and psychology, which we 

have taught in the past, setting Δ = ±20% of the control group 

mean seems reasonable given the subjectivity inherent in the 

marking of exams for such course material.  

In the present context, a shortened final exam would be 

considered for all practical purposes as roughly equivalent to 

the full-length exam provided that average student 

performance on two exams did not differ by more than ± Δ as 

estimated by one of these four methods. We have used all 

four methods and found little difference between them. 

 

IV. DISCUSSION 

In recent years, as class sizes have grown substantially, the 

marking of student exams in university and college courses 

has become a heavy burden on the overworked professors 

and graduate students who must mark these exams. Even a 

one hour reduction in typical 3.0-hr exam length, if justified, 

would result in a one-third reduction in exam make-up and 

marking time and effort. It would be a mistake to assume that 

the students affected by any shortening of an exam would 

complain. On the contrary, provided the exam was 

constructed to be a fair and reasonable assessment, it seems 

more likely that students would greatly appreciate any 

reduction in stress and any extra time gained for preparing for 

the next exam in their busy exam schedules. Preliminary 

research at our university suggests this is so. 

Our objective was to develop a comprehensive procedure a 

professor could follow to assess empirically for their own 

courses whether an official exam can justifiably be shortened. 

In Table I-Table II, we lay out a brief description of the steps 

we recommend instructors follow to address the question of 

faculty grading effort and exam length in their own courses. 

The primary requirement is a set of previously administered 

and marked exams for the target course. Faculty with an 

understanding of our recommended statistical procedures 

(correlation, reliability, and t-tests) and a statistical software 

package (such as SPSS or Excel) can analyze their own exam 

data with little time required (we estimate somewhere 

between 8 to 10 hours for one class of around 75 students). 

We recommend others consult a trained statistician (available 
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at most universities and colleges) for assistance. Our 

procedure is relatively simple and straight-forward.  
 

TABLE I: STEPS IN OUR APPROACH FOR ASSESSING EXAM LENGTH 

 Steps in Our Approach 

1 To start, you must have a set of recent exams for the course in 

question.  

2 For each student’s original full-length exam, type in the marks 

awarded on each part of each question on the full-length exam. 

3 Construct a shortened exam by selecting the subset of question parts 

from the full-length exam that best reflect the characteristics of a 

valid exam of the desired length. 

4 For each exam, construct a spreadsheet  algorithm that adds up the 

marks awarded to each student on the given exam and prints out the 

final mark. 

5 Correlate student performance on the two exams and compute the 

confidence intervals for the correlation. 

6 For each exam, compute the mean grade awarded and the standard 

deviation. 

7 Use an a priori two-tailed repeated-measures t-test to test whether 

there is any evidence to suggest that the average grade on the 

shortened exam differs significantly from that for the full-length 

exam. If several shortened exams are to be compared with a 

full-length exam, then a priori Dunnett’s t-tests are appropriate. 

Compute the confidence intervals of the difference. 

8 Repeat the preceding step but using equivalence hypothesis tests 

and equivalence confidence intervals. 

9 Carefully assess the validity, the number of questions posed, and 

the justifiability of test use for the shortened exam. 

10 Compute coefficient alpha to estimate the reliabilities of shortened 

exams and the confidence intervals for alpha.  

 

TABLE II: ADVANTAGES OF OUR APPR 

No Advantages of Our Approach 

1 Minimal time and effort required to conduct the study. 

2 Minimal cost to conduct the study. 

3 Simple procedure that any instructor can use. 

4 Permits use of a true experimental design using archival data. 

5 Avoids ethical and practical problems entailed by use of 

conventional experimental designs. 

6 Provides all the advantages of using a true experimental design  

for assessing cause and effect. 

7 Statistical power of this design exceeds that of conventional 

between-subjects and within-subjects experimental designs. 

8 Synthetic (or Hill-type) experimental designs permit the 

assessment of two additional psychometric criteria –  

correspondence and equivalence. 

9 Our four proposed psychometric criteria complement the  

knowledge gained from examining the two traditional  

psychometric criteria – reliability and validity. 

10 Our four proposed psychometric criteria are easily understood, 

common sense requirements compared with the frequently 

misunderstood classic criteria of reliability and validity. 

11 

 

Difference tests cannot, contrary to common belief, test for 

equivalence of group means, but equivalence tests can. 

12 Equivalence testing and confidence intervals address many of  

the issues raised with reliance on traditional difference tests. 

 

Preliminary results using our proposed approach suggest 

shortening of exams from 3.0 to 2.0 hours is frequently 

warranted [34]. In fact, in all 10 of the classes studied so far, 

shortening to 2.0 hours was justified. Moreover, these results 

establish generalizability across different students, lecturers, 

academic terms, class sizes, courses, and subject disciplines. 

Readers may well question whether the results on 

shortening the final exam for one of our courses, say in 

business statistics, would apply to their own courses. Even 

those teaching business statistics at another university might 

well question whether our results are at all relevant to the 

construction of examinations for their own courses. Other 

statistics professors may emphasize different topics, 

construct quite different examinations, employ different 

teaching styles, and teach altogether different students. For 

courses in other subjects and disciplines, the applicability of 

results based on one of our courses is likely to be even more 

questionable. We agree. Generalization of results to other 

professors, students, subjects, and courses will, we believe, 

be highly variable and idiosyncratic. In some cases, the 

results will be most germane, but in others we suspect that 

results will be completely inapplicable. We argue, however, 

that this is an empirical question. We argue that any 

instructor questioning whether or not their own examinations 

can be shortened should analyze their own data to answer this 

question. Given the ease with which a synthetic experiment 

can be conducted and the marked advantages (relative to 

other experimental, quasi-experimental, or non-experimental 

designs) of such a design, there seems little reason why other 

professors could not empirically address the issue of exam 

length for their own courses.  

Another objective of this paper was to re-introduce the 

method first used by Hill [1] to examine the question of exam 

length. As a variant of the traditional repeated-measures 

design, a Hill-type or synthetic design is a true experiment in 

which subjects are measured empirically in only a single 

experimental condition, but these observations are applied 

synthetically to every treatment condition. This design has 

been shown to meet all the criteria normally expected of any 

true experimental method [16]. Advantages of this design 

over traditional designs include substantial reductions in time 

and effort expended, smaller sample sizes required, lower 

costs, increased statistical power, and fewer threats to 

validity (internal, external, and statistical conclusion). 

Moreover, these designs are sometimes applicable in 

situations in which traditional designs are unwise or 

impractical.  

Admittedly, there are limitations associated with the use of 

synthetic designs. The primary constraint is the limited extent 

to which this design can be applied. Readers interested in this 

approach will upon reflection realize that it cannot be used to 

investigate many issues in which they might be concerned. 

On the other hand, when they find such an application, this 

approach will return excellent dividends. 

The crucial requirement for use of a synthetic design is 

independence of subjects’ behaviour from experimental 

condition. This requirement is unusual in educational 

research where we are asking questions about people’s 

behaviour. Nevertheless, when this new form of true 

experimental design can be used, as it can with exam length, 

it offers substantial advantages over traditional experimental 

approaches. 
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