
  

 

Abstract—The rapid growth of internet has created many 

services, which have become an integral part of our day in 

today life by using Web applications for making reservations, 

paying bills, and shopping on-line.  

The vulnerabilities in web application code provide an 

opportunity to the attack to be entre on applications level. Most 

network firewalls and antivirus software programs cannot stop 

attacks at the application level. 

In this paper, we have developed a prototypic web 

application firewall to detect new types of attacks that do not 

require signature updates, using a neural network 

back-propagation approach for identifying attacks that were 

not detected at the stage of signature analysis. 

The solution has been experimented on some parameters and 

some additional information about the user behaviors when the 

user accesses the web application and makes application-level 

control of the firewall in the framework of the scope of the 

WEB-application.  

The system is found to have good performance in comparing 

and matching the test patterns with already stored patterns and 

from (24) test data, (95%) success rate have been correctly 

recognized. 

 

Index Terms—Web applications firewall, signature, artificial 

neural network. 

 

I. INTRODUCTION 

The increasing shift towards web applications opens new 

attack vectors. Traditional protection mechanisms like 

firewalls were not designed to protect web applications and 

thus do not provide adequate defense. Current attacks cannot 

be thwarted by just blocking ports 80 (HTTP) and 443 

(HTTPS) [1]. 

Preventive measures (like Web Application Firewall rules) 

are not always possible. Reactive methods to detect what 

happened previously are usually easier but have the 

disadvantage of always being behind the actual event [2]. 

Protocol-enforcing network firewalls typically provide the 

first line of defense by arresting most basic protocol attacks at 

the network perimeter, including protocol based denial of 

service attacks. They primarily operate in the network, 

session, and transport layers of the Open Systems 

Interconnection (OSI) reference model [3]. 

Developers have also greatly enhanced the capability of 

network firewalls to police the protocol integrity of a wide 

range of upper-layer protocols such as DNS, FTP, HTTP, 

SMTP, and TFTP. 

Network firewalls can also verify that traffic passed over 

non-standard ports, such as SMTP, running over port 25, 
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conforms to valid SMTP traffic [3]. 

Standard firewalls can help restrict or permit network 

access to network ports authorized by the organization. 

Although application proxy firewalls exist, they cannot 

understand the specific content of all web applications being  

run by the organization.  

There are two protection approaches:  

1) Signature based: The WAF identifies attacks by checking 

web request against an “attack signature” file. 

2) Abnormal behavior based: The WAF identifies attacks 

by detecting abnormal traffic patterns [4].  

This paper will go through the concept of artificial neural 

networks, the way to apply it with signature analysis in the 

form of a web application firewall and to make 

application-level control of the firewall in the framework of 

the scope of the WEB-application. 

 

II. WEB APPLICATION SECURITY 

Web application security is a branch of Information 

Security that deals specifically with security of websites and 

web applications. It differs from the other branches of 

Information Security in that web application security is 

focused on vulnerabilities within the application code that is 

exposed during a user session on the web.  

A majority of the attacks against web servers are through 

network firewalls and through the http (80) or https (443) 

ports. Some of the most commonly used hacking techniques 

include denial of service, leakage, cross-site scripting, SQL 

injection and disclosure [5]. 

To keep web application secure besides standard firewalls, 

various types of solutions are used in application layer: 

external tools – web application scanners and firewalls 

(WAS, WAF) and internal – the application itself must be 

self-defending [6]. 

A web application scanner is an automated program that 

examines web applications for specific security 

vulnerabilities [7]. A WAS uses the negative logic (blacklist) 

based filtering algorithms to detect vulnerabilities in web 

applications. Negative logic filtering built on signatures of 

known attacks and allows security systems to prevent any 

requests that appear to match the attacks’ signatures from 

reaching protected servers. A WAF can work using any web 

traffic filtering mechanism (positive, negative, or session) 

and it either works as an embedded firewall with the web 

server or as a separated layer of security in a reverse proxy 

form [8]. 

   

III. WEB APPLICATION FIREWALL 

Web application firewalls (WAFs) are hardware or 

software devices positioned to monitor website traffic, with 
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the ability to enforce policy on browser/server transactions. 

WAFs are similar, though not identical to, network firewalls 

where policies are typically applied to IP addresses, ports, 

and protocols. WAFs are specifically designed to inspect 

HTTP(s) traffic and regulate data contained within headers, 

URL parameters, and web content. Another similarity is 

network firewalls are used to protect insecure hosts from 

remote exploitation. WAFs do the same for insecure websites. 

With a WAF in place, malicious hackers may target insecure 

websites, but attacks are intercepted and denied before 

reaching the custom web application code [9]. 

Web Application Firewalls (WAF) are mitigations for 

these vulnerabilities that do not aim at fixing the actual 

vulnerable application, but that try to detect and to prevent 

rogue requests. 

To distinguish normal requests from rogue requests, 

WAFs use a set of filter rules in the form of white lists, black 

lists, or a combination of both. Commonly, the WAF will 

pass only those requests to the application that are classified 

as normal requests. Requests classified as rogue are usually 

blocked and thus not passed on to the application. Creating 

filter rule sets is challenging because on the one hand if the 

WAF blocks some normal requests (false positive), then the 

application may not function any more. On the other hand, if 

the WAF does not block all rogue requests (false negative), 

then the attacker may circumvent the WAF and exploit a 

vulnerability in the application [10]. 

Positive logic filtering allows valid requests based on a 

signature set (white list) detailing what types of 

communications protected server’s know- how to handle; it 

prevents any requests not known to be valid from reaching 

secured servers. 

Session based filtering (also called event-driven dynamic 

rules) utilizes positive logic based rules but allows the 

inclusion of variables in the rule set. The values of the 

variables are set dynamically during user sessions. 

The disadvantages of positive logic filtering: is 

requirement of large vulnerabilities database based of regex 

rules. It causes poor bandwidth, requires more resources, 

hardly adaptable to large web systems.  

By reducing the number of rules, in order to improve 

bandwidth, decreases vulnerability detection quality. In order 

to increase the WAF performance, bandwidth, WAF 

developed using artificial intelligence techniques Artificial 

Neural Networks, fuzzy logic [11]. 

Two approaches are used to detect the attacks; signature 

based and anomaly-based. The former is used to identify 

known attacks and a regular update of signatures is required 

whereas the later is used to identify unknown or new attacks, 

which will be the deviation of the model constructed in the 

initial attacks-free learning phase. Both of the approaches 

will identify the attack instead of legitimate web requests 

[12]. 

There are differences between normal firewall and web 

application firewall. The normal firewall deals with network 

layer (Layer-3 OSI) while web application firewall deals with 

application layer (Layer-7 OSI) [13]. 

 

IV. RTIFICIAL NEURAL NETWORK 

An artificial neural network consists of a group of 

processing elements (neurons) that are highly interconnected 

and convert a set of inputs to a set of preferred outputs [14]. 

The first artificial neuron was formed in 1943 by the 

neurophysiologist Warren McCulloch and the logician 

Walter Pits [15]. 

The basic component of an ANN is the neuron. Each  

neuron has three important components as shown in Fig.1, a 

set of synaptic connections (which are represented by a set of 

synaptic weights and bias, (i.e. wki and bk); a propagation 

function (Σ) which is a linear combination between the input 

elements modified by the set of synaptic weights and bias; 

and an activation function (φ) which takes the output of the 

propagation function as its input and generates the output of 

the neuron. It is the set of synaptic weights and bias that 

stores the knowledge acquired during the learning phase 

[16]. 

 

 
Fig. 1. A model of a neuron. 

 

The way neurons are connected to one another will define 

the architecture of an ANN. In this research, Multilayer 

Feedforward Networks (MLN) is used. The architecture of 

MLNs is shown in Fig. 2. 
 

 
Fig. 2. Multilayer feed forward Network (MLN). 

 

With the learning ability, ANN can be trained to perform 

different engineering tasks. Some of the tasks that can be 

identified are pattern recognition, pattern association, 

function approximation, control systems, filtering, and beam 

forming [16].  

Artificial neural networks are alternatives. The first 

advantage in the use of a neural network in the attack 

detection would be the flexibility that the network would 

provide. A neural network would be capable of analyzing the 

data from the network, even if the data is incomplete or 

unclear. Similarly, the network would possess the ability to 

conduct an analysis with data in a non-linear fashion. Further, 

because some attacks may be conducted against the network 

in a coordinated attack by multiple attackers, the ability to 

process data from a number of sources in a non-linear fashion 

is especially important. 

The problem of frequently updation of traditional attack 
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detector is also minimized by ANN. It has generalization 

property and hence able to detect unknown and even 

variation of known attacks. Another reason to employ ANN 

in probing attack detection is that, ANN can cluster patterns 

which share similar features, thus the classification problem 

in attack detection can be solved by ANN. The natural speed 

of neural networks is another advantage [17]. 

There are some algorithms that can be used to train an 

ANN for a pattern recognition task, such as: Back 

Propagation, Radial-basis Function, and Support Vector 

Learning, etc. Among them, Back Propagation is the 

algorithm that is specifically devised to train a multilayer 

perceptron.  

 

V. BACK-PROPAGATION LEARNING 

Back- propagation learning has emerged as the most 

significant result in the field of artificial neural networks. The 

back-propagation learning involves propagation of the error 

backwards from the output layer to the hidden layers in order 

to determine the update for the weights leading to the units in 

a hidden layer. The error at the output layer itself is computed 

using the difference between the desired output and the actual 

output at each of the output units. The actual output for a 

given input training pattern is determined by computing the 

outputs of units for each hidden layer in the forward pass of 

the input data. The error in the output is propagated 

backwards only to determine the weight updates [18]. 

  

VI. THE PROPOSED SYSTEM 

The rapid development of the Internet and increase in the 

growth of attack and cyber-crime against web applications 

does not allow way to update the database of signature. It 

should be noted that even if there is a centralized operating 

system to update the database of signature, it is not efficient 

solution in the long term and the updated run database of 

signature may come too late, then the attack takes place. 
 

 
Fig. 3. Classical diagram of protection WEB-application. 

Most of the attacks on the WEB-application can be 

recognized only at the application level.  Fig.3, shows the 

classical diagram of protection of WEB-application, which 

involves an analysis of the data at the application level in the 

firewall.  

However, the firewall often cannot distinguish between 

malicious user actions and the actions of a legitimate user. 

From this situation, there are two possible options: First 

option is the firewall trains all the features of user behavior 

for each protected WEB-application. The second option 

which is the most logical and convenient is to make 

application-level control of the firewall in the framework of 

the scope of the WEB-application see Fig. 4 When the 

analysis is at the application layer is transferred into the 

framework of the WEB-application, it takes on a different 

type, offers a number of options to analyze and gather 

information about potential attacks. 

 

 
Fig. 4. The proposed diagram. 

 

The HTTP protocol allows the user’s browser to transfer 

information inside the URI itself (i.e., GET parameters), in 

the HTTP headers (e.g., in the Cookie field), or inside the 

request body (i.e., POST parameters). The adopted technique 

depends on the application and on the type and amount of 

data that has to be transferred [19]. proposed diagram of the 

analysis  a system that consists of a neural network stages and 

a set of collected information in several sections, 

POST-parameters, GET-parameters, COOKIE-parameters, 

database operations, file system operations, errors and 

warnings in the user experience, which  come from the 

information and some additional information about the user 

(IP address, country, name and version of browser name and 

version of operating system, language system, screen 

resolution, color depth, browser home page) are the input to 

the two neural networks stages . 

The main tasks assigned to the neural networks, is 

identifying attacks far away of the stage of signature analysis. 

It is necessary to emphasize that there is no need to train the 

neural network on all currently known types of attacks. 

Known existing attack must be processed from signature 

analyzer and neural network must be able to distinguish 
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between legitimate user behavior and malicious user 

behavior.  

The proposed solution summarized in Fig. 4. Before 

WEB-application is open to access from the Internet, the 

administrator provides training two neural networks to 

protect the page.  

The administrator activates the learning mode and starts 

the application, trying to initiate the value of a parameter in 

the first network (for example, the size of uploaded files, the 

number of GET parameters in a singled query, etc.) .Then the 

set of value parameters gathered and made into a binary 

vector and enter to the first neural network, it is shown in 

Table I. 
 

TABLE I: INPUT VALUES OF PARAMETERS 

 Classes of the parameters Scope of the 

authorize 

Otherwise 

1 the number of GET-parameters 1 0 

2 the number POST-parameters 1 0 

3 number COOKIE-parameters 1 0 

4 The number MIME type of uploaded 

files 

1 0 

5 The number of response header 

HTTP 

1 0 

6 The names of the affected database 

tables. 

1 0 

7 The actions carried out with the 

tables in the database. 

1 0 

8 The number of errors that occurred 

when the scripts 

1 if none 

occurred 

0 

 

One can distinguish four basic categories of users 

WEB-application from a security perspective they represent 

the targeted classes of two networks in binary manner are 

shown in Table II:  

1) Authenticated users (are the one system administrator or 

more operators that control the system) not checked by 

neural network. 

2) Normal users (users cannot pose a threat).  

3) Suspicious users (users who have shown some 

suspicious activity, but the data collected is not enough 

to identify the user as an attacker) 

4) Attacker user (users who can pose a threat). 
 

TABLE II: OUTPUT PATTERNS NN1 AND NN2 

 Category of attack  Output patterns 

1 Normal users 11 

2 Suspicious" users 10 

01 

3 Attacker 00 

 

The output patterns of the first network represent one of 

user category entered as the input vector to the second 

network with some parameters of user behavior for increase 

in the coefficient of verification. In the learning process of 

the second neural network, the vectors is compared with the 

parameters laid in memory of a neural network, and 

concludes a normal user behavior, which led to the 

emergence of such a normal vector. The parameters values of 

the second network are represented in five bits of the binary 

vector plus two output bits of the first network, which are 

shown in Table III. 
   

 

    

   

   

   

 

   

 

b) THIRD AND FOURTH .TWO BITS 

Client Browser Vector 

Representation 

Internet Explorer 00 

FireFox 01 

Google Chrome 10 

Other 11 

 

c) FIFTH BIT 

          Set Flash Player Vector 

Representation 

No 0 

Yes 1 

 

d) SIXTH BITS 

System Language Vector Representation 

Arabic 0 

Other 1 

 

e) LAST BIT 

Operating System Vector 

Representation 

Unix 0 

Windows 1 

 

After training the networks administrator transmitted into 

operating mode and provides access to the WEB-application 

from the Internet. 

If the second network cannot say exactly what is going 

about the attack, the degree of deviation from normal 

behavior of the model is sufficiently large, the system 

indicates as a potential attacker to remember a network, 

responsible for the assignment of users to a particular 

category. The next time the user returns to the site and 

produced some of the suspected cause of action, the neural 

network classifies it as "suspicious" of the user, and tightens 

the analysis of deviations from normal behavior by the 

correction coefficient similarity. If suspicions are confirmed, 

then the user will be redirected to the category of attackers, 

and then all of his subsequent actions will be blocked. 

The second  network stores the data about the behavior of 

user (IP address, country, name and version of browser name 

and version of operating system, language system, if there is 
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TABLE III: INPUT VECTOR REPRESENTATIONS AS BITS IN NN2

a) FIRST AND SECOND VECTORS(FROM OUTPUT OF NN1) .TWO BITS

Category of attack Output patterns

1 Normal users 11

2 Suspicious" users 10

01

3 Attacker 00



  

any support for Flash, if there is support for Java, screen 

resolution, color depth, browser home page). In analyzing the 

output of the first neural network, we need to further define 

the identity of the user by using the second neural network. In 

analyzing the output of the second neural network, it is 

decided if the user behavior is normal, or whether it deviates 

from the normal scheme.  

 

VII. EXPERIMENT 

This section, explains training of ANN. Training is one of 

the affective process in the system. The training and 

recognition processes are given below. 

A. Input Data 

At first neural network has one input layer, one hidden 

layer and one output layer, the input layer size is (8) neurons, 

the hidden layer has (5) neurons, the output layer size is (2) 

neurons, Each input pattern represents a vector in a protected 

page as shown in Fig. 5 a).  

The second neural network also has one input layer 

containing (7) neurons (5) input vectors representing one 

user behavior and the remaining (2) vectors represent the 

results for the first network), one hidden layer which contains 

(5) neurons, one output layer containing (2) neurons, as 

shown in Fig. 5 b).  
 

 
a). First of ANN                  b). Second of ANN                                                

Fig. 5. Structure of the ANN. 
   

B. Training Neural Network 

For training the neural networks, back propagation 

algorithm uses some parameters, which are experimentally 

set, that need to be addressed upon training the network, 

these parameters allow the algorithm to converge more 

easily. 

In training data set is divided into two sets. The first set of 

data is training data sets with 240 patterns that were presented 

to the neural network during training. Twenty percent of the 

training set has been truncated for testing performance of the 

neural network on 48 patterns after it has been trained. The 

first network contains a set of the training data of 137 patterns 

and the second network contains 103 patterns as shown in 

Table IV.  To increase the networks effectiveness and to 

make them more suitable, the best number of parameters  

hidden neurons , learning rate (l), error rate (e), which are 

experimentally set, These parameters allow the algorithm to 

converge more easily. The training stops when the 

generalization stops improving or when the 500 epochs is 

reached.  

Different network architectures have been attempted by 

varying the number of hidden nodes such as 3, 4, 5 nodes in 

network1 also 3, 4, 5 nodes in network2. several experiments 

were carried out to select the best learning values which were 

chosen in the range (0-1) .in order to find their effects on the 

amount each weight is changed for a given error rate through 

network learning. The initial connection weights are in the 

range of [-1, 1]. 

The results and analysis of the performance of two neural 

networks is presented in the next step. 
 

TABLE IV: TRAINING AND TEST DATA SETS 

Training Networks Training Data Test Data 

Network1 137 24 

Network 2 103 24 

Total 240 48 

 

 

 

TABLE V: RESULTS OF THE NETWORKS1 WITH DIFFERENT LEARNING 

RATES AND NUMBERS OF HIDDEN NODES 

Learning 

Rate 

Hidden 

nodes 

No. of 

iterations 

Time 

minute 

Rec. 

rate % 

Reject 

rat % 

0.1 3 150 1.12 85.73 14.27 

0.1 4 128 0.66 88.84 11.16 

0.1 5 110 0.45 92.17 7.83 

0.5 3 210 2.15 76.28 13.72 

0.5 4 192 1.75 78.27 21.73 

0.5 5 184 1.46 84 16.00 
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TABLE VI: RESULTS OF THE NETWORKS2 WITH DIFFERENT LEARNING 

RATES AND NUMBERS OF HIDDEN NODES

Learning 

Rate

Hidden 

nodes

No. of 

iterations

Time 

minute

Rec. 

rate %

Reject 

rat %

0.25 3 80 0.56 90.54 9.46

0.25 4 65 0.42 93.45 6.55

0.25 5 50 0.35 95.39 4.61

0.75 3 112 1.10 75.36 24.64

0.75 4 103 0.89 78.33 21.67

0.75 5 95 0.66 81.45 18.55

The performance of neural network 2 using (24) test data 

and learning for the back-propagation network produces the 

results presented in Table VI. Network 2 is better when using  

learning rate (LR=0.25) with (5) hidden nodes and produces a 

good result with a smaller error, and gives the lowest number 

of iterations and time than the other numbers of the hidden 

nodes. 

(LR=0.75) gives the largest number of iteration and time 

and requires adjusting the weights through learning the 

network (LR=0.25). 

Out of (24) test data, (95%) success rate have been 

C. The Experimental Results

To produce a good result, network1 uses (24) test data and 

learns the back-propagation network producing the results

presented in Table V. After many epochs, i.e. training 

sessions, the network will give an output that is close enough 

to the desired output.  Learning rate (LR=0.1) used with (5) 

hidden nodes produces a good result, has a smaller error than 

the other numbers of the hidden nodes and the lowest number 

of iterations is used when the training is 110 with (5) neurons 

implemented. 

(LR=0.5) requires long time and gives the largest number 

of iterations and the time required to adjust the weights 

through learning the network is shorter as compared with 

(LR=0.1). Out of (24) test data, (92%) success rate have been 

correctly recognized. The remaining digits refer to (8%) false 

recognition that the system gave.



  

correctly recognized. The remaining digits refer to (4%) false 

recognition that the system gave. 

The two Neural networks that are used in this paper to 

protect individual WEB pages, work on the same principle, 

but the results of their work are different between them ,  

perhaps there is a match in the output vector of these 

networks, or not. The  result of the second netwowrk2, which 

represent a final result,  sends to desired application when the 

result is normal otherwise it sends  alarm to server about this 

situation and the user will be redirected to the category of 

attackers. 

 

VIII. CONCLUSIONS 

The proposed system has the ability to detect new types of 

attacks that do not require signature updates, as based on 

abnormalities of behavior, making it possible to track the 

user's actions, repeatedly committing attempted burglary, 

fully adapted to the features of the protected 

WEB-application. A neural network back-propagation 

approach is identifying attacks that were not detected at the 

stage of signature analysis, this is more efficient to make 

application-level control of the firewall in the framework of 

the scope of the WEB-application. The system is found to 

have good performance in comparing and matching the test 

patterns with already stored patterns. In future, the proposed 

system is extended for analysis of every parameters in web 

pages and more coverage of the user's behavior.  
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