
  

 

Abstract—The present research aims to implement a 

predictive model in the KNIME platform to analyze and 

compare the prediction of academic performance using data 

from a Learning Management System (LMS), identifying 

students at academic risk in order to generate timely and timely 

interventions. The CRISP-DM methodology was used, 

structured in six phases: Problem analysis, data analysis, data 

understanding, data preparation, modeling, evaluation and 

implementation. Based on the analysis of online learning 

behavior through 22 behavioral indicators observed in the LMS 

of the Faculty of Educational Sciences of the National 

University of San Agustin. These indicators are distributed in 

five dimensions: Academic Performance, Access, Homework, 

Social Aspects and Quizzes. The model has been implemented in 

the KNIME platform using the Simple Regression Tree Learner 

training algorithm. The total population consists of 30,000 

student records from which a sample of 1,000 records has been 

taken by simple random sampling. The accuracy of the model 

for early prediction of students' academic performance is 

evaluated, the 22 observed behavioral indicators are compared 

with the means of academic performance in three courses. The 

prediction results of the implemented model are satisfactory 

where the mean absolute error compared to the mean of the 

first course was 3. 813 and with an accuracy of 89.7%, the mean 

absolute error compared to the mean of the second course was 

2.809 with an accuracy of 94.2% and the mean absolute error 

compared to the mean of the third course was 2.779 with an 

accuracy of 93.8%. These results demonstrate that the proposed 

model can be used to predict students' future academic 

performance from an LMS data set. 

 
Index Terms—Model, prediction, learning analytics, 

performance, academic, environments, virtual, learning, 

KNIME. 

 

I. INTRODUCTION 

Currently Learning Management Systems (LMS) store a 

large amount of data about student interactions in log files, 

these files generally contain variables in the data, such as the 

number of logins, the number of accesses to elements of an 
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online course, the number of completed assignments, the 

number of days in the online course, the activity grades, the 

period grade, the course grade etc. This data could be 

interesting for online instructors as it could contain 

information about the behavior of students that could 

influence their academic performance [1]. 

There is a growing opportunity in the educational field, 

where international efforts seek to improve the quality of 

education, for which it is necessary to have decision-making 

support systems that deliver quality and timely information. 

As mentioned in ref. [2], in a sphere of institutional practice, 

academic directors and managers are often content only with 

knowledge derived from their own practice. They tend to be 

self-sufficient with studies that respond to their purposes and 

short-term needs. It is here where we seek to intervene, 

providing tools that allow to contribute and contribute 

efficiently, with relevant information for these 

decision-making processes, in this case, making an 

application limited in scope only to variables that directly 

impact the retention of the students, basing the analysis on 

these factors and correlations that are assumed, which affect 

retention, this in order to be able to intervene in a timely 

manner with preventive rather than corrective actions [3]. 

Much of the research in the field of learning analytics has 

used LMS data to model student performance to predict 

student grades and to predict which students are at risk of 

failing a course [4], [5]. This is an important step in learning 

analytics, as it informs the implementation of interventions, 

such as personalized feedback. In addition, the question is 

whether there really is a single best way to predict student 

performance in a diverse set of courses [6]. 

However, studies that have used similar methods and 

predictors have found different results in correlational 

analyzes and prediction models. Additionally, most studies 

focus on predicting student performance after completion of 

a course, establishing how well student performance could 

have been predicted with LMS usage data, but at a time when 

the findings can no longer be used for timely intervention [7]. 

Since LMS data provides information throughout the course, 

it seems useful to determine whether data from just the first 

few weeks of a course is sufficient for an accurate prediction 

of student performance [8]. Therefore, the authors argued 

that the best time to predict student performance is as soon as 

possible after the first assessment, as this would be the best 

compromise between early feedback and sufficient predictive 

power [9]. 

Early warning systems use data mining methods to detect 

students at risk of failing courses at different educational 
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levels and contexts [10]. According to Knowles [11] early 

warning indicators provide instructors with an advanced 

warning that students need help in their learning process. 

These systems contain predictive models with a collection of 

variables related to early warning indicators. These variables 

generally contain information on demographic and 

institutional data, student characteristics, term or mid-term 

grades, and LMS interaction data. 

Most student achievement prediction models only focus on 

the accuracy of the prediction results, for this reason, getting 

an interpretable prediction model can be as important as 

getting high accuracy in student learning prediction research.  

The increase of e-learning resources, instrumental 

educational software, the use of the Internet in education, and 

the establishment of state databases of student information 

has created large repositories of educational data. Traditional 

educational institutions have used for many year information 

systems that store plenty of interesting information. 

Nowadays, web-based educational systems have been rising 

exponentially and they led us to store a huge amount of 

potential data from multiple sources with different formats 

and with different granularity levels [12]. New types of 

educational environments such as blended learning (BL), 

virtual/enhanced environments, mobile/ubiquitous learning, 

game learning, etc. also gather huge amount of data about 

students. All these systems produce huge amount of 

information of high educational value, but it is impossible to 

analyze it manually. So, tools to automatically analyze this 

kind of data are needed because of all this information 

provides a goldmine of educational data that can be explored 

and exploited to understand how students learn. In fact, today, 

one of the biggest challenges that educational institutions 

face is the exponential growth of educational data and the 

transformation of this data into new insights that can benefit 

students, teachers, and administrators [13]. 

With the growth of data in virtual online learning 

environments, researchers and academics are beginning to 

find ways to make this data understandable and meaningful 

[14]. Therefore, to analyze and unearth more potential 

educational information, researchers have further explored 

learning theory and analysis, frameworks, tools, and 

practices [15], [16]. In recent years, people have increasingly 

studied the analytics of learning behaviors and the prediction 

of student performance has attracted the attention of 

academics. Since 2013, with the continued development of 

research and learning analysis, researchers have begun to use 

machine learning to study predictions of learning [17]. Of 

course, these benefits from the development of online 

learning platforms such as MOOCs, and a large number of 

platform users generate educational data. 

Regarding the phenomenon that the number of registered 

users on the MOOC platform is high and the dropout rate is 

extremely high, researchers have begun to explore the 

relationship between user behavior and whether they have 

dropped out of the course (or whether they can get a 

certificate). By analyzing user behavior information and 

predicting learning outcomes, they hope to discover the 

relationship, in order to take early action to reduce the 

dropout rate from the MOOC platform [18], [19]. 

In actual prediction studies, most studies used models of 

incomprehensible algorithms to predict learning outcomes 

[20], such as logistic and Bayesian networks. Although such 

models can accurately predict learning outcomes, they cannot 

be interpreted. This will undoubtedly have an impact on the 

implementation of specific interventions. Therefore, to 

promote the construction of a prediction model and improve 

the teaching quality of online learning, from the perspective 

of high interpretation of the prediction results, it is very 

necessary to build a prediction model of student performance 

based on online learning behavior analytics. 

The learning analysis model is the theoretical basis for the 

analysis of online learning behavior in the context of Big 

Data in education. Currently, learning analytics is still in its 

infancy phase. However, the existing representative learning 

analysis models have the common characteristics: Data cycle. 

From the perspective of systems approach analytics. George 

Siemens provides a cyclical learning analytics model, which 

includes seven components: data collection, storage, 

cleansing, integration, analysis, representation and 

visualization, and action [21]; From the angle of improving 

teaching and learning, Siemens [21] presents a cyclical model 

of continuous improvement for learning analytics, which 

consists of three parts: data collection, information 

processing and application of knowledge, the whole process 

is supported by four types of technological resources: 

computers, theory, people, organizations. In order to explore 

different approaches to data analysis, Ifenthaler and 

Widanapathirana [22] proposed a learning analysis 

framework, which includes ten parts, and the relationship 

between each part became bidirectional. 

With the continued development of learning and analysis 

technology [23], more new research on slant prediction has 

emerged in recent years. From the existing research, the 

learning prediction model can be divided into two categories, 

one belongs to the black box model, that is, for the prediction 

result, the reason cannot be seen directly; the other belongs to 

the white box model, that is, there is a direct explanation of 

the result of the prediction. 

In related learning prediction studies, researchers 

generally believe that black box prediction is more accurate. 

Especially when it comes to complex relationships. Black 

box prediction algorithms often used for research include 

logistic regression, support vector machines (SVM), and 

random forest (RF) [18]. Use logistic regression algorithms 

to predict whether students register courses in intelligent 

assisted systems (ITS) [18]. Considering the complexity of 

the research and the difficult data collected on emotional state, 

motivation, and prior knowledge, the accuracy of the final 

prediction is close to 70% and the prediction performance is 

not bad. In the study, Harwati [24] implemented two data 

mining techniques, clustering analysis and classification 

analysis. First, they clustered the data of students from the 

Department of Industry, Universities Islam Indonesia. Next, 

they used the K-means algorithm, since it is a popular and 

easy to apply algorithm. Once the optimal number of clusters 

was defined, they applied classification. They used linear 

regression and support vector machine (SVM) because all the 

attributes used in that study were numerical data. The 

clustered and uncluttered data were evaluated at the 

classification stage, and then compared with the results based 
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on root mean squared error (RMSE). 

The white box prediction has a higher degree of 

interpretation, that is, there is a specific reason for the result 

of the prediction. Of course, when the interpretation is high, 

the precision of the prediction can be reduced. In the field of 

education, the white box prediction algorithms that are often 

used for research include decision trees and random trees. 

They developed a white box prediction system that predicts 

student performance in a learning management system (LMS) 

using the learning time spent on the activity module and the 

frequency of use of the module [25]. The decision tree was 

used to develop early prediction systems using four 

eigenvalues and classifying them into four categories: 

acceptance behavior, use of online course materials, 

assignment status, and participation in a discussion forum. 

The goal of the prediction is the student's score, and the 

overall prediction accuracy reached 95% [26], after which 

they combined these techniques with the ADABOOST 

algorithm. Greater accuracy at 98% (Freund). In this context, 

classification trees are being used to predict students' 

academic performance. A decision tree is a flowchart-like 

structure in which leaf nodes represent class labels and 

non-leaf nodes represent attributes [27]. 

The selection of appropriate learning behavior indicators is 

an important part of prediction. At present, there are many 

theoretical studies on the selection of learning behavior 

indicators [28]. These studies cover indicators that may be 

related to the effect of learning from different perspectives. 

For example, Brown summarized three main predictor 

indicators: student characteristics, learning behavior 

indicators, and student work. He discussed the related 

predictive capabilities and cases for different types of 

indicators. He summarized several important indicators of 

students' prior academic performance, learning history, class 

participation, and social performance.  

Romero and López et al. [29] used four indicators of the 

cumulative percentage of video lectures viewable, the 

number of forum posts, and the number of users relying on 

the forum, and the number of views of course progress as 

predictors; Romero and López et al. [29] directly predicted 

student performance from forum participation. The 

indicators included the number of messages from students, 

the number of students creating new topics, the number of 

students reading stickers, the concentration of students and 

students, persistence and other indicators. 

Writing analytics, as mentioned above, are most efficiently 

collected by computers. Once stored as data, they may be 

applied in a variety of circumstances, depending on the 

complexity and relevance of the metrics. The simplest 

examples of analytics use are present in Microsoft Word's 

inline spelling and grammar checking, which simply adds 

wavy lines beneath misspelled words or improper grammar 

to point it out. The 'word count' tool of Word is another 

example of a simple analytical metric [30]. Additionally, 

LMSs allow teachers to provide and manage these resources 

in a relatively easy and integrated way. 

As every action in an LMS is monitored and stored, insight 

can be gained into students’ online behavior, which in turn 

can be used to improve learning and teaching. The analysis of 

LMS data is often referred to as learning analytics [30]. 

Coronavirus (COVID-19) pandemic has imposed a 

complete shut-down of face-to-face teaching to universities 

and schools, forcing a crash course for online learning plans 

and technology for students and faculty. In the midst of this 

unprecedented crisis, video conferencing platforms (e.g., 

Zoom, WebEx, MS Teams) and learning management 

systems (LMSs), like Moodle, Blackboard and Google 

Classroom, are being adopted and heavily used as online 

learning environments (OLEs). However, as such media 

solely provide the platform for e-interaction, effective 

methods that can be used to predict the learner’s behavior in 

the OLEs, which should be available as supportive tools to 

educators and metacognitive triggers to learners [31]. 

 

II. METHODOLOGY 

A. Description of the Context and the Participants  

The research has been developed at the Faculty of 

Education of the National University of San Agustín de 

Arequipa. The university uses a virtual support platform 

based on the LMS Moodle. Under this platform, the subjects 

taught in virtual mode allow, on the one hand, teachers to 

maintain a repository of information and record of academic 

activities; and on the other hand, for students this platform 

allows them to have a practical vision of the learning 

activities that are programmed in the syllables of the subjects. 

The training of the model implemented in the KNIME 

platform has been trained with 1000 student records and 22 

behavioral indicators observed in the LMS in three general 

courses during the first semester of 2020, which were 

selected through a simple random sampling of a total of 

30,000 tested records of general subject data. 

B. Instruments and Procedures 

The CRISP-DM methodology has been followed, whose 

standard includes a model and a guide, structured in six 

phases, and some of these phases are bidirectional, which 

means that some phases will allow a partial or total review of 

the previous phases [32]. The phases or levels that are 

identified in the CRISP-DM methodology are Business 

understanding, Data understanding, Data preparation, 

Modeling, Evaluation and implementation, as shown in Fig. 

1.  
 

 
Fig. 1. Process phases in the CRISP-DM methodology [33]. 
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Step 1. Business understanding 

The present research aims to implement a predictive model 

to analyze and compare the prediction of academic 

performance using LMS data, we analyze whether it is 

possible to identify students at risk at the beginning of a 

course and to what extent the model can be used to generate 

specific interventions. 
 

TABLE I: ONLINE LEARNING BEHAVIOR INDICATORS 

Dimensions Indicators 

Prediction (1) Academic performance 

Access 

(2) Attendance rate 

(3) # of records in LMS 

(4) # of activities carried out at night 

(5) # of logins 

(6) Time spent in session 

(7) Frequency of access to forums  

(8) # forum posts 

(9) Frequency of access to resources 

(10) Frequency of access to glossaries 

(11) # of days elapsed since last Access 

Total 

(12) # of lesson starts 

Chores 

(13) # of lessons completed 

(14) # of records in LMS 

(15) Preparation for evaluation course 

(16) # of shipments completed total 

(17) Job consultation frequency 

(18) # of submitted jobs 

Social aspects 

(19) Gender 

(20) Age 

(21) Parent education 

(22) Food quality 

(23) Race 

Questionnaires 
(24) Average 1 course 

(25) Average 2 course 

(26) Average 3 course 

 

Indicators of learning behaviors in virtual learning 

environments directly affect the accuracy and credibility of 

predicting student performance. Therefore, the scientific 

selection of effective learning behavior indicators is an 

important part of predicting student academic performance 

[34]. Due to the diversity of online learning behaviors, and 

the complexity of the correlation between behaviors, not all 

indicators of learning behaviors that can affect the learning 

effect can be collected quantitatively. Therefore, based on 

existing research results, based on the research developed by 

Zhang and Zhou et al. [35], five dimensions are taken as a 

basis: Prediction, accesses, tasks, social aspects and 

questionnaires. The 26 learning behavior indicators required 

for the study were selected as shown in Table I. 

Step 2. Data preparation 

The IntelliBoard plugins were installed on the university's 

Moodle platform. IntelliBoard provides analysis and 

reporting services on the university server, the statistical data 

collected within the LMS was extracted, the data was stored 

in spreadsheets, then it was necessary to perform a data 

pre-processing, as shown in Table II where A general 

description is made of all the predictor variables and some 

descriptive statistical data, where when doing a correlation 

analysis for the three courses, it is shown that 15 of the 16 

predictor variables had a statistically significant correlation, 

with the final grade of the three courses, the exception was 

the age variable (See Fig. 2). 

TABLE II: PREDICTOR VARIABLES AND DESCRIPTIVE STATISTICS SAMPLE 

Column Min Max Mean Std. Deviation Variance Skewness Kurtosis Overall sum 
Row 

count 

Attendance Rate 12 100 56.084 20.606 424.608 -0.007 -0.966 56084 1000 

# of logins 8 100 51.668 18.643 347.557 0.297 -0.555 51668 1000 

# of activities carried out at right 1 30 15.896 8.355 69.801 0.084 -1.243 15896 1000 

# of lessons starts 1 30 16.077 8.289 68.708 -0.003 -1.164 16077 1000 

Time Spent in session 11 50 35.155 9.143 83.597 -0.091 -1.114 35155 1000 

Frequency of access to forums 2 30 17.074 7.983 63.728 0 -1.242 17074 1000 

# forum posts 4 30 17.15 7.761 60.238 -0.012 -1.196 17150 1000 

Frequency of access to resources 4 100 50.713 27.663 765.236 0.044 -1.184 50713 1000 

Frequency of access to glossaries 4 40 21.678 10.59 112.146 0.011 -1.208 21678 1000 

# of days elapsed since last access 0 10 4.915 3.141 9.866 0.049 -1.202 4915 1000 

# of records in LMS 0 10 5.406 2.851 8.129 0.058 -1.199 5406 1000 

# of lessons completed 5 60 39.735 11.931 142.351 -0.003 -1.11 39735 1000 

# of shipments completed 7 60 40.787 11.664 136.05 -0.097 -1.036 40787 1000 

# of submitted jobs 10 60 38.875 11.76 138.306 0.069 -1.175 38875 1000 

Job consultation frequency 7 100 58.922 23.399 547.527 0.04 -1.137 58922 1000 

Age 17 22 19.534 1.717 2.95 0.006 -1.307 19534 1000 

Average 1 course 0 100 66.089 15.163 229.919 -0.279 0.275 66089 1000 

Average 2 course 17 100 69.169 14.6 213.166 -0.259 -0.068 69169 1000 

Average 3 course 7 100 67.987 15.317 234.599 -0.333 0.122 67687 1000 
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Fig. 2. Data preparation through box plot analysis. 

 

Step 3. Data modeling 

 Modeling Technique 

Because the KNIME software will be used to perform data 

mining, some of the modeling techniques offered by this tool 

are used in accordance with our objectives. Of the models 

that KNIME offers us, the one that best suits our objectives is 

a Simple Regression Tree Learner model, since the problems 

we want to solve are prediction problems and the fields to be 

predicted contain continuous values (See Fig. 3). 

 Generate the Test Plan 

The procedure that has been used to test the quality and 

validity of the model is to use the measures of the "R 

squared" (R^2), the mean absolute error and the "percentage 

of the mean absolute error" (mean absolute percentage error). 

These error measures are automatically calculated by 

KNIME when you run the model. A previous partition of the 

1000 records of the students is made, on the one hand, there is 

the set of data that will be used to generate the model, called 

training data, and a second set of data that will be used to 

perform the tests and measure the quality of the model, called 

test or evaluation data. The 70% of the data is used for the 

training data and the remaining 30% for the test data. 

 Build the Model 

Next, the chosen model is run on the training data. The 

parameter settings of the model that were chosen in the 

data-mining tool were described, as well as the output of said 

model and its description (See Fig. 3). 

 

 
Fig. 3. Predictive model implemented in KNIME. 

 

III. EVALUATIONS OF RESULTS  

A. Prediction Results 

The results showed that the precision of the prediction 

model presents a mean absolute error compared to the 

Science area was 3813 and a precision of 89.7%, with the 

Mathematics area the mean absolute error of 2809 and a 

precision of 94.2% and with the area of letters the mean 

absolute error of 2779 and a precision of 93.8%, these results 

show us that based on the 16 predictor variables considered it 

is possible to make a prediction of the academic performance 

of the students, as shown in Fig. 4. 
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Fig. 4. Precision results in the predictions made by the model. 

 

According to the results shown in the decision tree in Fig. 

4, the prediction is made based on the 16 variables and 

compared with the average of the first course, 900 records are 

taken from the students where the algorithm takes as a 

condition the variable access frequency to resources and if 

this is less than or equal to 47.5, the number of instances 

correctly classified is 424 records, which corresponds to 

47.1%; while if the frequency of access to resources is greater 

than 47.5, the correct number of instances correctly classified 

is 476 records, which represents 52.9%; In general, the 

6-level decision tree considers the 16 variables to make 

prediction decisions. 

The results of the prediction with the average of the second 

course implemented through the decision tree is made based 

on the 16 variables and compared with the average of course 

two, 900 records are taken from the students where the 

algorithm takes as a condition the variable number of lessons 

completed and if this is less than or equal to 145, the number 

of correctly classified instances is 393 records, which 

corresponds to 43.7%; while if the number of completed 

lessons is greater than 14.5, the number of correctly classified 

instances is 507 records, corresponding to 56.3%; In general, 

the 6-level decision tree considers the 16 variables to make 

prediction decisions (See Fig. 5). 

The results of the prediction with the average of the third 

course implemented through the decision tree is performed 

based on the 16 variables and compared with the average of 

the third course, 900 records are taken from the students 

where the algorithm takes as a condition the variable 

attendance rate and if this is less than or equal to 50.5, the 

number of instances correctly classified is 371 records, which 

corresponds to 41.2%; while if the attendance rate is greater 

than 50.5, the correct number of instances correctly classified 

is 529 records, which represents 58.8%; In general, the 

6-level decision tree considers the 16 variables to make 

prediction decisions. 

 

TABLE III: RESULT OF SOME PREDICTIONS 

ID Average of the first 

course 

Model 

prediction 

ID Average of the 

second course 

Model 

prediction 

ID Average of the 

second course 

Model 

prediction 

16 88 89.25 10 54 52.11 4 75 73.39 

53 88 84.80 14 53 56.44 6 92 94.16 

61 39 19.17 17 32 24.43 34 82 83.84 

64 59 47.33 19 59 61.20 46 62 64.34 

65 67 65.15 20 69 63.88 49 82 79.29 

72 41 39.00 23 73 74.94 51 68 69.30 

111 62 60.22 24 71 76.66 67 74 74.47 

137 70 65.15 28 70 67.94 71 63 58.45 

139 71 70.36 34 87 86.57 74 41 45.7 

148 68 67.55 35 81 76.66 78 72 74.47 

160 82 82.19 46 65 63.15 79 68 70.30 

175 81 81.13 48 74 71.52 81 45 45.70 

176 46 47.77 89 86 82.35 83 63 65.53 

180 62 70.73 97 72 71.52 106 100 94.16 

183 65 63.58 99 67 67.14 114 100 99.73 

201 65 70.79 122 93 90.13 124 73 73.39 

210 80 82.19 123 57 57.08 128 67 67.00 

Mean 66.71 65.08 Mean 68.41 67.28 Mean 72.18 72.54 

 

TABLE IV: COMPARATIVE ANALYSIS OF PREDICTION RESULTS 

Coefficient of determination Prediction accuracy compared to 

the first course average 

Prediction accuracy compared to the 

average of the second course 

Prediction accuracy compared to the 

third course average 

R^2 0.897 0.942 0.938 

Mean absolute error 3.813 2.809 2.779 

 

Table III shows 17 records, a part of the 1000 records that 

constitute the total sample taken to train the predictive model, 

the results are satisfactory, where the weighted mean of 

academic performance in the 22 behavioral indicators is 

66.71 and the weighted mean of the prediction made is 65.08. 

B. Model Evaluation 

The implemented model shows a good accuracy in terms 

of the predictions made comparing them with the average of 

the first course presents 89.7% of correct predictions, 

comparing them with the average of the second course 
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presents 94.2% of correct predictions and comparing them 

with the average of the third course presents 93.8% of correct 

predictions, it can also be appreciated the lowest mean 

absolute error in the first prediction of 3.813, second 

prediction of 2.809 and third prediction of 2.779 showing 

that the proposed model can make efficient predictions (See 

Table IV). 

 

 
Fig. 5. Tree diagram of decisions compared to the average one. 

 

C. Implementation 

In order to implement this project in real business, it would 

first be necessary to have access to the university's real 

database, that is, the database that contains all the information 

related to the university's students. From there, the steps to 

follow would be the same as those followed in the research 

from understanding the business to implementation. 

Although, it must be said that there will be some phases, such 

as the understanding and preparation of the data, which in the 

real business will probably be more complex and will take 

more time than in this project since it can be expected that the 

real database will have many more records and they contain 

more noise than in our fictitious database created specifically 

for this use. 

As a supervision and maintenance plan, the following 

processes could be established: 

 Quarterly data extraction and storage, saving the 

information obtained in spreadsheet format 

 Distribution of data according to the data mining software 

models to work with. 

 The results obtained in each data exploitation should be 

taken into a spreadsheet format and generate graphs of 

different types for a better visualization and interpretation 

of the results obtained in each period. 

 

IV. CONCLUSIONS 

The research implements a predictive model to analyze 

and compare the prediction of academic performance using 

LMS data, analyzing whether it is possible to identify at-risk 

students at the beginning of a course and to what extent the 

model can be used to generate specific interventions. To 

make the predictions, the Simple Regression Tree Learner 

algorithm is implemented in the model based on 1000 real 

registration data taken from an LMS, working with data from 

22 behavioral indicators observed and used in the LMS, 

which when compared with the averages of academic 

performance in three courses the results of the predictions are 

satisfactory, where the mean absolute error compared with 

the average of the first course was 3.813 and with an 

accuracy of 89.7%, the mean absolute error compared to the 

average of the second course was 2.809 with an accuracy of 

94.2% and the mean absolute error compared to the average 

of the third course was 2.779 with an accuracy of 93.8%. 

These results demonstrate that the proposed model can be 

used to predict future academic performance of students 

based on a dataset from an LMS. 

The results add to the empirical basis of learning analytics 

findings and corroborate previous studies on predicting 

student success, which have also shown different results in 
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correlations and prediction models, albeit for more varied 

contexts than our research. 

A very important contribution of the proposed model is 

that it can be scalable and applicable to large databases 

according to user requirements. 

 

V. LIMITATIONS AND FUTURE WORK 

Despite the promising results of the proposed model for 

user LMS-based prediction, there are certain limitations. In 

particular, no correlation analysis with the content evaluation 

result of, for example, questionnaires, intermediate / final 

exams were carried out. In fact, this was left for a future 

effort, as the focus here was explore the predictive 

performance of the model. 

Furthermore, the data used here refer to one semester; 

therefore, data from two or more semesters is required for a 

better prediction of the academic performance, as well as 

more thorough data preprocessing. 
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