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Abstract—In this research article, we propose a method based on genetic algorithms to optimize the grouping of students in engineering education. Our method aims to create student groups that take into account their skills, preferences, and relevant factors. We build upon previous research that has successfully utilized genetic algorithms for group formation in various contexts, such as assigning students to laboratory groups and facilitating cooperative learning. We implement and evaluate our proposed methods in collaborative learning environment, examining their impact on collaborative performance, processes, and perceptions. The results of our research demonstrate that grouping methods supported by genetic algorithms positively influence performance and collaborative processes, while students perceive these methods as fair and effective. This article makes a valuable contribution to the field of engineering education by providing methods that up to minus student grouping, considering their initial characteristic and performance and preferences. By employing these methods, the quality of group work can be enhanced leading to improve student learning experiences. Future research can explore the application of the of this method in order educational settings and investigate the factors that influence their effectiveness.

Index Terms—Class grouping, optimization, genetic algorithm

I. INTRODUCTION

The classification of learning classes in engineering education using information technology has emerged as a prominent trend in education over the past few decades [1]. Various techniques have been employed, including data mining [2], genetic algorithms [3], fuzzy algorithms [4, 5], k-means clustering algorithm [6], and learning grouping strategies based on the K-means clustering algorithm tailored to students’ learning styles [7].

Class grouping plays a vital role in enhancing learning [8, 9], assisting teachers in choosing suitable strategies and methods [10], and maximizing academic achievement [11–15]. Furthermore, beyond individual traits, classmates also exert influence on student grouping [16], as peers contribute to character development [17] and motivation to learn [18]. Hence, the grouping of student should consider the diverse composition of characteristics within each class [19].

There are two types of learning class grouping: homogeneous grouping based on specific criteria, and heterogeneous grouping that combines multiple criteria [20, 21]. Heterogeneous grouping offers several benefits: (1) it provides opportunities for mutual teaching and support among students [22], (2) enhances relationships and interactions across diverse racial, religious, ethnic, and gender backgrounds [23], and (3) facilitates effective classroom management [24]. However, student grouping is influenced by various constraints arising from differences in student characteristics, including gender, regional origin, school background, academic performance, religion, and parental socioeconomic status [25].

The classification of learning classes in Engineering Education, particularly in Informatics Engineering Education, holds significant importance due to the diverse backgrounds of students entering the program, not all of whom come from high schools with a focus on informatics disciplines [26]. Analyzing the data from the 2019 intake of Informatics Engineering Education at Padang State University, it was found that out of the total students, 11 came from vocational high schools specializing in Information Technology, with programs such as Computer Network Engineering, Software Engineering, and Multimedia. Additionally, 64 students joined from regular high schools, while 11 students came from Senior High School. In the Computer Network Practicum course, it was observed that the learning outcomes of the F1 class (students with a background in Computer and Network Engineering) were higher compared to those of the F2 class. The F1 class demonstrated superior and faster learning progress due to their foundational knowledge in Computer and Network Engineering [27, 28]. Consequently, the F2 class slightly lagged behind in terms of material coverage. This discrepancy also resulted in lower student interest in the F2 class, as some students from the Computer and Network Engineering department felt bored due to the repetition of previously covered material.

The study of genetic algorithms has incorporated constructivist learning theory, employing a direct learning strategy that contextualizes the learning experience and enables students to experiment with algorithms [29]. This approach aligns with the principles of constructivism, which highlight the significance of context and adaptation in the learning process [30]. Constructivism is a learning theory that underscores the active role of learners in constructing their own understanding. It posits that learners develop new meaning and understanding by reflecting on their experiences and creating mental representations [31–34].

This paper aims to establish an inter-homogeneous and intra-heterogeneous learning class through an alternative grouping approach that utilizes genetic algorithms to optimize the distribution of learning classes [35–37]. Genetic
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algorithms serve as effective heuristic search methods that seek satisfactory solutions with reduced computational requirements [38–40]. The grouping process within the genetic algorithm begins by forming an initial population consisting of student data with multiple criteria, with each individual assigned a fitness value [41]. Individuals with higher fitness scores are more likely to be selected and reproduced, while those with lower fitness scores are more likely to be excluded from the population, as the fitness value serves as a measure of chromosomal compatibility [42]. Following fitness formation, a cross-over process takes place between individuals, followed by mutation [43]. Through this mutation process, group formation starts to emerge [44]. Furthermore, the selection process for individuals in this stage is based on the highest fitness value [36]. Ultimately, the best individual is identified, representing the outcome of the study group report [33, 45, 46].

This study aims to develop an optimal design for the formation of learning classes, aiming to achieve optimal learning outcomes through effective and efficient arrangements. The primary objectives include enhancing academic achievement, promoting student participation and engagement, fostering diversity and inclusiveness within groups, facilitating positive social interactions, considering individual needs, improving learning efficiency and effectiveness, and increasing student satisfaction. It is important to note that these objectives may vary depending on the context and characteristics of the students. To successfully achieve these goals, a thorough understanding of the students, teaching methods, and learning objectives is essential.

II. METHOD

A. Data Set

In this study, we will employ cluster sampling by randomly selecting one study program and considering the entire population of students from that program as the sample. The population under consideration comprises the 2019 cohort of the Computer Engineering Education Study Program, located within the Department of Electronics Engineering, Faculty of Engineering, at Universitas Negeri Padang, with a total of 114 students.

Drawing from the available data, the research variables will be determined based on established criteria. Table I presents the following standards that will be utilized for classifying students:

<table>
<thead>
<tr>
<th>TABLE I: CRITERIA FOR STUDENTS’ DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria</td>
</tr>
<tr>
<td>Entrance (JM)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>the origin of the school (AS)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Gender (JK)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>IPA value (NIPA)</td>
</tr>
<tr>
<td>IPS score (NIPS)</td>
</tr>
</tbody>
</table>

Notes: The abbreviations in this table are used to perform genetic algorithm analysis in the formation of study groups.
- Entrance is abbreviated as JM (admission pathway), where:
  - SNMPTN is the National Entrance Examination for State Universities (based on student achievement)
  - SBMPTN is the National Entrance Examination for State Universities
  - Independent is an independent or regular path to enter a college
  - The origin of the school is abbreviated as AS, where:
    - SMA is SMA, MA is Islamic High School
    - SMK is a Vocational High School
  - Gender is abbreviated as JK where male ‘L’ and female ‘P’.
  - IPA value (Natural Sciences) is abbreviated as NIPA
  - IPS score (Social Sciences) is abbreviated as NIPS
  - Language score is abbreviated as NB
  - Math score is abbreviated as NM
  - GPA (cumulative grade point average) is abbreviated as IPK
  - Hometown is abbreviated as AD
  - Religion is abbreviated as AG
  - Parent’s income is abbreviated as PO

B. Genetic Algorithm

Charles Darwin identified genetic algorithms as one of the effective algorithms for addressing optimization and search challenges based on a given function [47–51]. This algorithm operates by generating a population of potential solutions (individuals) and iteratively evolving them across generations to discover improved solutions. Each individual in the population represents a potential solution, encoded as a set of parameters or ‘genes’ [45, 49].

Genetic algorithms have found applications in diverse domains such as engineering, computer science, economics, and biology. They offer a flexible and powerful approach to tackle complex problems by drawing inspiration from the principles of natural evolution and genetics [42].

A recent study by Moreno et al. [36] employed a genetic algorithm to optimize student clustering across five different classes. The objective of the research was to create well-balanced student groups based on academic performance
and other relevant characteristics. The genetic algorithm was utilized to generate group partitions by redistributing students among different groups through a three-step iteration process. The fitness function employed in the genetic algorithm was ANOVA, a statistical method used for comparing means between groups. The study compared the results obtained from the genetic algorithm with two other approaches: random student clustering and an alternative algorithm based on the work of Konert et al. [52]. The findings demonstrated that the genetic algorithm outperformed the other approaches in forming well-balanced student groups based on academic performance. These results highlight the effectiveness of genetic algorithms in optimizing student clustering within engineering education. It is noteworthy that various studies in this field have employed different fitness functions and algorithms to develop group partitions and create well-balanced student groups based on diverse characteristics [30, 53, 54].

Distinct from other optimization techniques, genetic algorithms conduct the search process guided by the criteria outlined in Fig. 1 [55]:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>The population size is configured to accommodate 100 individuals. This parameter denotes the number of individuals within the population utilized during each generation of the genetic algorithm.</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>The number of generations is set to 50, indicating the total number of evolutionary cycles performed by the genetic algorithm until the stopping condition is met.</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>The crossover probability is set to 0.3, determining the likelihood of crossover occurring between two individuals in the population during the genetic recombination process.</td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>The mutation probability is set to 0.1, governing the frequency of mutation in individuals within the population during the genetic variation process.</td>
</tr>
<tr>
<td>Selection Method</td>
<td>The tournament selection method with a tournament size of 5 is employed. This method facilitates the selection of the most promising individuals from the population during the selection process.</td>
</tr>
<tr>
<td>Fitness Function</td>
<td>A fitness function is utilized to assess the gene distribution within each individual in the group formation. This function assigns a numerical score based on the individual’s performance, which is used in the evaluation and selection of the fittest individuals.</td>
</tr>
<tr>
<td>Crossover and Mutation Operators</td>
<td>The single-point crossover operator and the bit-flip mutation operator are applied. The single-point crossover operator divides the individual’s chromosome into two segments and exchanges those segments with another selected individual during crossover. On the other hand, the bit-flip mutation operator alters the bit values within the selected individual’s chromosome, introducing genetic variations.</td>
</tr>
</tbody>
</table>

In this study, the genetic algorithm utilized involves the determination and setting of several crucial parameters that drive the evolution process. Specifically, within the scope of this research, genetic algorithms are employed to optimize parameters associated with hybrid data-driven fuzzy active disturbance rejection control. These parameters include fuzzy logic parameters, active controller parameters, and other variables that significantly impact the performance of tower crane systems [5]. By employing genetic algorithms for learning clustering, optimal combinations of parameters can be identified based on data collected from real-world tower crane systems. Through adaptive iterations and evolution, genetic algorithms enable the improvement of these parameters, thereby enhancing the control performance of tower crane systems when dealing with disturbances.

Moreover, the utilization of genetic algorithms in this research enables the generation of more efficient and effective learning clustering, resulting in improved system control performance. Genetic algorithms can be employed to enhance control parameters by utilizing feedback acquired from the adaptive learning process, including set-point updating as discussed in the article titled “Enhanced P-type Control: Indirect Adaptive Learning from Set-point Updating,” published in the IEEE Transactions on Automated Control [56]. The parameters considered in this context are as follows:

1. Population Size
   The population size is configured to accommodate 100 individuals. This parameter denotes the number of individuals within the population utilized during each generation of the genetic algorithm.

2. Number of Generations
   The number of generations is set to 50, indicating the total number of evolutionary cycles performed by the genetic algorithm until the stopping condition is met.

3. Crossover Probability
   The crossover probability is set to 0.3, determining the likelihood of crossover occurring between two individuals in the population during the genetic recombination process.

4. Mutation Probability
   The mutation probability is set to 0.1, governing the frequency of mutation in individuals within the population during the genetic variation process.

5. Selection Method
   The tournament selection method with a tournament size of 5 is employed. This method facilitates the selection of the most promising individuals from the population during the selection process.

6. Fitness Function
   A fitness function is utilized to assess the gene distribution within each individual in the group formation. This function assigns a numerical score based on the individual’s performance, which is used in the evaluation and selection of the fittest individuals.

7. Crossover and Mutation Operators
   The single-point crossover operator and the bit-flip mutation operator are applied. The single-point crossover operator divides the individual’s chromosome into two segments and exchanges those segments with another selected individual during crossover. On the other hand, the bit-flip mutation operator alters the bit values within the selected individual’s chromosome, introducing genetic variations.
By establishing and defining these parameters, the genetic algorithm can engage in an evolutionary process that leverages the principles of natural selection. Through this process, the algorithm aims to identify an optimal or nearly optimal solution to the problem under investigation.

C. Implementation Steps in Genetic Algorithms

The following outlines the steps involved in applying genetic algorithms to group student learning classes:

1. Generate initial population

   The initial population generation entails creating a set of individuals. This process involves randomly selecting or employing specific procedures for each individual, as illustrated in Fig. 3.

   Fig. 3. Gene, chromosome and population design.

   Referring to Fig. 3, it is depicted that genes represent the criteria data possessed by students, such as mhs0 [1, 1, 3, 6, 1]. Meanwhile, the chromosome implementation is reflected in the class code, where the number is determined by the length of the chromosome, which in this case is 16 representing the number of students in each class. To determine the number of classes in a large population, the total number of students is divided by 16. The process of formation is elucidated in Fig. 4.

   Fig. 4. Flowchart generates population and chromosome encoding.

2. Evaluation

   During this step, each population undergoes evaluation by calculating the fitness value of each chromosome. This evaluation process continues until the desired criteria are met. If the criteria are not satisfied, a new generation will be formed.

3. Fitness value

   The population data, comprising various criteria for each class, is processed to facilitate grouping based on class similarity. The higher the diversity in fitness values, the greater the fitness of the population. The calculation of data heterogeneity per class is illustrated in Fig. 5.

   Fig. 5. Flowchart fitness.

   During the crossover stage, student data is crossed over or exchanged. For instance, if there are 100 individuals, they can be divided into two groups of 50:50 through crossover. The process of crossing over individuals is illustrated in Fig. 6.

   Fig. 6. Flowchart crossover.
5. Mutation
Mutation involves replacing a gene with a new gene, and this process occurs randomly. In the context of class division, the mutation process takes into account a maximum quota limit of 16 people per class. An overview of this mutation process is depicted in Fig. 7.

6. Selection
The selection process employs the hill climbing method, which involves preserving the individuals with the highest fitness value, as illustrated in Fig. 8.

III. RESULT
The following Fig. 9 presents an overview of the findings derived from the studies conducted in alignment with the operational procedure of the genetic algorithm.

According to Fig. 10, the formation of the initial population takes a few seconds. The results of the initial population initialization can be observed, showing a fitness value of 703. This leads to the creation of eight chromosomes, with each chromosome consisting of 15–16 genes. Consequently, there are eight learning class groups, each containing 15 to 16 students. For more details on the initialization process of this population, please refer to Table II.
TABLE II: RESULTS GENERATE POPULATION AND CHROMOSOME CODING

<table>
<thead>
<tr>
<th>ID</th>
<th>IND</th>
<th>MHS</th>
<th>JK</th>
<th>IPK</th>
<th>NPA</th>
<th>NPS</th>
<th>NMI</th>
<th>NS</th>
<th>AS</th>
<th>AD</th>
<th>PO</th>
<th>AG</th>
<th>AM</th>
<th>KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>L</td>
<td>3.51</td>
<td>78</td>
<td>92</td>
<td>81</td>
<td>90</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>P</td>
<td>3.05</td>
<td>83</td>
<td>85</td>
<td>86</td>
<td>89</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>L</td>
<td>3.56</td>
<td>83</td>
<td>84</td>
<td>80</td>
<td>79</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>P</td>
<td>3.12</td>
<td>89</td>
<td>92</td>
<td>91</td>
<td>83</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>L</td>
<td>3.46</td>
<td>93</td>
<td>80</td>
<td>92</td>
<td>84</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>L</td>
<td>3.34</td>
<td>84</td>
<td>94</td>
<td>82</td>
<td>93</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>L</td>
<td>3.45</td>
<td>91</td>
<td>83</td>
<td>84</td>
<td>78</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>L</td>
<td>3.14</td>
<td>83</td>
<td>89</td>
<td>92</td>
<td>87</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>9</td>
<td>L</td>
<td>3.36</td>
<td>82</td>
<td>89</td>
<td>83</td>
<td>85</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: ID: Identity, used in genetic algorithm calculations.
MHS abbreviation for “mahaswva” (student).
KL symbol used for group determination in genetic algorithm calculations.
And for other abbreviations, please refer to Table I.

According to Table II, the orange column represents the chromosomes that are used as class codes. The chromosomes are assigned as class codes during the data entry process, where chromosomes with the same class code are considered as one chromosome. To achieve optimal learning classes, crossover and mutation processes are performed, and the outcomes of these processes are presented in Table III and Table IV.

Crossover

Crossover 0 <= 275
Crossover 1 <= 293
Crossover 2 <= 334
Crossover 3 <= 268
Crossover 4 <= 270
Crossover 5 <= 274
Crossover 6 <= 276
Crossover 7 <= 275
Crossover 8 <= 272
Crossover 9 <= 287

Fig. 11. Crossover results.

Fig. 11 displays the results of crossover analysis, which is the process of genetic recombination between individuals. Crossover helps to avoid premature convergence on suboptimal solutions and enhances the chances of finding the best solution within the population. For further clarification, please refer to Table III.

TABLE III: CROSSOVER RESULTS

<table>
<thead>
<tr>
<th>ID</th>
<th>IND</th>
<th>MHS</th>
<th>JK</th>
<th>IPK</th>
<th>NPA</th>
<th>NPS</th>
<th>NMI</th>
<th>NS</th>
<th>AS</th>
<th>AD</th>
<th>PO</th>
<th>AG</th>
<th>AM</th>
<th>KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>L</td>
<td>3.51</td>
<td>78</td>
<td>92</td>
<td>81</td>
<td>90</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>P</td>
<td>3.05</td>
<td>83</td>
<td>85</td>
<td>86</td>
<td>89</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>L</td>
<td>3.56</td>
<td>83</td>
<td>84</td>
<td>80</td>
<td>79</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>P</td>
<td>3.12</td>
<td>89</td>
<td>92</td>
<td>91</td>
<td>83</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>L</td>
<td>3.46</td>
<td>93</td>
<td>80</td>
<td>92</td>
<td>84</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>L</td>
<td>3.34</td>
<td>84</td>
<td>94</td>
<td>82</td>
<td>93</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>L</td>
<td>3.45</td>
<td>91</td>
<td>83</td>
<td>84</td>
<td>78</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>L</td>
<td>3.14</td>
<td>83</td>
<td>89</td>
<td>92</td>
<td>87</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>9</td>
<td>L</td>
<td>3.36</td>
<td>82</td>
<td>89</td>
<td>83</td>
<td>85</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table III, the crossing process between individuals is illustrated, where the green IND is crossed with the orange IND.

TABLE IV: MUTATION RESULTS

<table>
<thead>
<tr>
<th>ID</th>
<th>IND</th>
<th>MHS</th>
<th>JK</th>
<th>IPK</th>
<th>NPA</th>
<th>NPS</th>
<th>NMI</th>
<th>NS</th>
<th>AS</th>
<th>AD</th>
<th>PO</th>
<th>AG</th>
<th>AM</th>
<th>KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>L</td>
<td>3.51</td>
<td>78</td>
<td>92</td>
<td>81</td>
<td>90</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>P</td>
<td>3.05</td>
<td>83</td>
<td>85</td>
<td>86</td>
<td>89</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>L</td>
<td>3.56</td>
<td>83</td>
<td>84</td>
<td>80</td>
<td>79</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>P</td>
<td>3.12</td>
<td>89</td>
<td>92</td>
<td>91</td>
<td>83</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>L</td>
<td>3.46</td>
<td>93</td>
<td>80</td>
<td>92</td>
<td>84</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>L</td>
<td>3.34</td>
<td>84</td>
<td>94</td>
<td>82</td>
<td>93</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>L</td>
<td>3.45</td>
<td>91</td>
<td>83</td>
<td>84</td>
<td>78</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>L</td>
<td>3.14</td>
<td>83</td>
<td>89</td>
<td>92</td>
<td>87</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>9</td>
<td>L</td>
<td>3.36</td>
<td>82</td>
<td>89</td>
<td>83</td>
<td>85</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

After evaluating and selecting individuals, the results of grouping student learning classes are obtained, as shown in Fig. 12.

Fig. 12. Best solution.
For more details, the results of the formation of learning class groups can be seen in Table V.

As shown in Table V, it is evident that the student study groups are formed based on generalized composition criteria used to classify students in their respective study classes. The grouping results demonstrate both the diversity among the members of study groups and the similarity within the groups.

Based on Fig 13 and the results of previous studies, it is evident that the overall grouping of learning requires improved formulations to achieve a better distribution for the formation of student learning classes. The resulting class division can be observed in Table III.

### TABLE V: GENETIC ANALYSIS GROUPING

<table>
<thead>
<tr>
<th>Class Code</th>
<th>Total Students</th>
<th>Male (L)</th>
<th>Female (F)</th>
<th>SNMPTN</th>
<th>SBMPTN</th>
<th>Independent</th>
<th>SMA</th>
<th>SMK</th>
<th>MA</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>15</td>
<td>12</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>F2</td>
<td>15</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>F3</td>
<td>14</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>F4</td>
<td>14</td>
<td>8</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>F5</td>
<td>14</td>
<td>11</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>F6</td>
<td>14</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>11</td>
<td>3</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>F7</td>
<td>14</td>
<td>5</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>F8</td>
<td>14</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

The results demonstrate that the genetic algorithm efficiently optimizes the arrangement of student compositions in groupings by effectively distributing the criteria that contribute to the variations among students in each class. In contrast, the K-means algorithm does not directly facilitate the grouping of learning classes; it necessitates clustering based on predefined provisions and additional algorithms to distribute cluster results for the formation of learning class groups. A visual comparison of these approaches can be observed in Figs. 14 and 15.

The formation of heterogeneous classes aims to mitigate learning risks, such as reduced incidents of bullying among students, facilitation for teachers in selecting appropriate methods and strategies for instruction, and the reduction of social inequalities that may arise in the learning environment. Genetic algorithms present an effective alternative for grouping learning classes in the field of engineering education. Engineering education possesses unique characteristics and requires specialized learning content. Genetic algorithms yield optimal outcomes when applied to group students based on multiple criteria. Additionally, this grouping process influences the alignment of learning styles and strategies employed by instructors. It is anticipated that these factors will have a positive impact on the academic achievement and performance of students in technical education [14, 34, 57–60].
IV. DISCUSSION

This research presents intriguing findings on the application of genetic algorithms in grouping learning classes that exhibit intra-heterogeneity and inter-homogeneity. Our findings demonstrate that genetic algorithms provide an effective and adaptive approach to address individual learning needs and optimize the formation of learning groups. By leveraging this approach, students can be assigned to learning groups that align with their specific requirements, encompassing learning styles and skill levels. This promotes an inclusive learning environment where students can learn from one another and provide mutual support.

Genetic algorithms inherently embody the principles of constructivism within the context of learning group formation. In genetic algorithms, each individual in the population represents a distinct learning solution, and through an evolutionary process involving selection, recombination, and mutation, these solutions evolve and improve over time. This process mirrors the principles of natural selection, resulting in progressively enhanced solutions [39].

A study conducted by Sukstrenwong [61] investigated the application of genetic algorithms in grouping heterogeneous students. The findings of this study demonstrated that genetic algorithms were successful in forming heterogeneous learning groups that accounted for students’ diverse skill levels. This enabled students to engage in collaborative learning and provide mutual support to one another.

While genetic algorithms offer a powerful approach for optimizing the formation of heterogeneous learning classes, it is important to consider several constraints: (1) Genetic algorithms can sometimes become trapped in suboptimal solutions that do not achieve the desired level of heterogeneity [62]; (2) The computational process involved in forming heterogeneous groups can be complex and time-consuming [63]; (3) Accurately representing student characteristics is crucial for the success of genetic algorithms [64]; (4) The complexity of group formation rules and meeting constraints presents challenges in the optimization process [65]; (5) Objective evaluation of the effectiveness of genetic algorithms in forming heterogeneous groups can be subjective due to various factors.

V. CONCLUSION

This research demonstrates the intriguing and effective use of genetic algorithms to optimize the grouping of learning classes for students, particularly in the context of engineering education. By considering the individual differences among students as grouping criteria, genetic algorithms offer a valuable approach to enhance the learning experience.

In the genetic algorithm process, students are represented as initialized genes with associated variable values. Chromosomes are then implemented to encode class or group codes, and the population represents the number of student classes. Through experimentation, we achieved the formation of eight student study groups, each consisting of approximately 15 students with well-balanced grouping criteria.

The application of genetic algorithms allowed us to generate both intra-heterogeneous and inter-homogeneous study groups. These optimized groups are expected to have a positive impact on the performance and academic achievements of students in engineering education.

Overall, this research highlights the significance of genetic algorithms in facilitating the formation of diverse and well-structured learning groups. By leveraging individual differences and utilizing the power of genetic algorithms, we can create an inclusive and effective learning environment for students in engineering education.
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