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Abstract—This study focused on the development and 

analysis of a methodological platform grounded in machine 

learning principles for evaluating learning processes and 

enhancing student outcomes.  The aim of this research was to 

develop and test a method for evaluating students’ academic 

performance based on the Naive Bayes classifier. Also, an 

objective of this study was to create an efficient tool capable of 

automating and optimize the assessment of educational 

performance using contemporary machine learning methods 

and technologies. The study employed the Naive Bayes analysis 

technique to predict student achievements, with the algorithm 

being implemented in Python. Despite an emphasis on the 

development of a software product, the research primarily 

focused on the development and analysis of the method. Our 

findings underscore the novelty of this approach, which can 

serve as a valuable tool for educational institutions and 

educators.  

 
Keywords—machine learning, intelligent systems, naive bayes 

method, Educational Data Analysis (EDM), productivity, 

academic performance forecasting 

I. INTRODUCTION 

Education is a key driver of societal development and 

improved quality of life, and in today’s world, it has become 

more accessible and widespread than ever before. However, 

accurately evaluating learning processes and student’ 

achievement remains a difficult task for educational 

institutions and educators. Accurate assessment not only 

improves the quality of education but also helps optimize 

curricula, adapt teaching methodologies, and enhance 

educational accessibility for all students. 

In this study, we addressed the following questions: How 

can we effectively assess the processes of learning and the 

achievements of students using machine learning methods? 

How can we automate the measurement of academic 

performance, while providing accurate and objective 

evaluations? 

The proposed approach, based on machine learning and the 

Naive Bayes classifier, offers several key advantages that 

make it unique and valuable in the context of evaluating 

educational processes and student achievements. 

Automation and Objectivity: This approach automates 

the assessment of academic performance and learning 

processes, reducing the subjective influence of human factors. 

The Naive Bayes classifier analyses data and makes 

assessments based on probabilistic models, ensuring 

objective evaluation. 

Scalability: Machine learning methods can handle vast 

amounts of data, making them ideal for processing data 

related to educational processes, where large volumes of 

information about students and their achievements are 

collected. 

Pattern Discovery: Machine learning enables the 

identification of complex and indirect relationships in data 

that might go unnoticed using traditional assessment methods. 

This helps educational institutions understand which factors 

ad approaches truly impact student success. 

Personalized Approach: Machine learning methods 

allow the creation of personalized models for each student, 

that consider their unique characteristics and educational 

needs. 

 

We choose the Naive Bayes classifier because it is well-

suited for classification tasks involving predicting student 

academic performance. Its advantages include high 

performance on large datasets and the ability to handle many 

features, which are often characteristic of education-related 

data. Furthermore, the Naive Bayes classifier can generalize 

information from past observations, making it a powerful tool 

for predicting student performance. 

The software product under development represents an 

innovative solution capable of efficiently processing and 

analyzing extensive datasets pertinent to learning processes 

and academic performance. The product boasts modern data 

processing algorithms and machine learning-based analytical 

techniques. 

With this software, users can effortlessly collect and store 

a wide array of data, including academic grades, student 

progress reports, and various information about educational 

processes. The program automatically handles these data, 

identifying patterns and trends, and assessing student 

progress and the effectiveness of teaching methods. 

Leveraging the outcomes of this analysis, the software 

generates valuable information and reports. These resources 

can enable educators, administrators, and other stakeholders, 

to make well-informed decisions aimed at enhancing 

educational processes. Consequently, educational institutions 

can optimize curricula, adapt teaching methodologies, and 
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Speed and Efficiency: Automating the assessment process 

using machine learning significantly accelerates the 

generation of results and provides timely feedback, which 

can be critical for adapting educational programs.
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deliver more effective training to their students. 

The software product also offers flexible settings that can 

be tailored to the specific requirements of each educational 

institution. It boasts a user-friendly interface, intuitive 

navigation, and graphical data visualization, enhancing the 

accessibility and comprehensibility of the analysis process. 

In essence, the developed software product stands as a 

potent tool for data processing and analysis, significantly 

enhancing the comprehension and assessment of educational 

processes and the efficacy of training within educational 

institutions. 

During the literature review, academic articles, and studies 

on the evaluation of educational processes and student 

achievements using machine learning-based platforms were 

examined. Romero and Ventura [1] conducted a pivotal 

review, that provided an extensive overview of the 

Educational Data Mining (EDM) landscape. Their paper 

considers various machine learning methods and algorithms 

deployed for the analysis of training data and the evaluation 

of learning processes. It offers insights into key topics and 

techniques within the EDM domain, including data collection, 

preprocessing, analysis, and the interpretation of results. The 

authors also delve into the application of EDM across diverse 

educational scenarios, such as adaptive learning, student 

knowledge assessment, and academic performance 

forecasting. 

Another notable study by Pardos and Tang et al. [2] was 

investigated, wherein they explored the utilization of 

machine learning methods for predicting student learning 

outcomes. In this research, Pardos and Tang et al. delve into 

applying ensemble machine learning methods to forecast 

student academic achievements. They conducted 

experiments using learning data acquired through e-learning 

technologies to predict students’ academic results. Their 

investigation covers ensemble methods, including bagging 

and random forest, and compares them with linear regression 

and regression trees. 

Lahmiri and Bekiros et al. [3] may prove valuable for 

exploring the application of ensemble machine learning 

methods in predicting student learning outcomes. In this 

article, the authors conducted a comparison of various 

machine learning models and model selection methods to 

achieve optimal results. The primary objective of the study 

was to identify the most effective model for predicting 

student learning outcomes. 

An additional resource of interest is presented in the work 

of Baker and Inventado [4], where the authors delve into the 

utilization of machine learning to analyze data from learning 

processes, forecast student performance, and personalize 

education. Within this paper, authored by Baker and 

Inventado, the investigation explores the application of 

Educational Data Mining (EDM) methods and learning 

analytics within the context of constructivist research. It 

examines how these methods can be harnessed to analyze 

data collected within the constructivist approach to 

educational processes. 

The authors deliberate various aspects of leveraging EDM 

and learning analytics, including the analysis of student 

activity, academic performance prediction, assessment of 

learning effectiveness, and more. Furthermore, they consider 

the methods for data collection, preprocessing, and analysis 

applicable within the framework of constructivist research. 

One more noteworthy contribution to the field of 

educational analytics and learning data analysis could be 

found in the work of Siemens and Baker [5]. In this article, 

the focus lies on exploring communication and collaboration 

among researchers and presenting various approaches and 

machine learning methods employed within this domain. 

Siemens and Baker delve into the realm of Learning 

Analytics, charting its evolution as a scientific discipline. 

They review fundamental concepts and methods employed in 

learning analytics, discussing its potential to enhance the 

efficiency of educational systems. 

The paper covers a gamut of learning analytics facets, 

encompassing data collection, processing, predictive models, 

results visualization, and data-driven decision-making. 

Additionally, ethical and privacy concerns related to learning 

analytics are addressed. 

Drawing from the insights gleaned from these sources, 

several overarching conclusions emerge: 

1) Educational Data Mining (EDM) and Learning 

Analytics stand as pivotal research areas in the realm of 

educational data utilization. 

2) EDM and learning analytics facilitate the collection, 

processing, and analysis of learning-related data to 

extract valuable insights and enhance educational 

processes. 

3) Leveraging machine learning methods and ensemble 

models can be highly effective in predicting student 

learning outcomes and facilitating data-driven decision-

making. 

4) Key facets of EDM and learning analytics encompass 

data collection and preprocessing, the development of 

predictive models, result visualization, and educational 

decision-making. 

5) Ethical and privacy considerations constitute crucial 

dimensions in the use of educational data. 

In summary, these studies underscore the potential and 

significance of EDM and learning analytics in modern 

education, laying the groundwork for the development of 

novel methods and approaches within this domain. These 

articles, alongside others reviewed in the literature, serve as 

vital source material for comprehending existing platforms 

rooted in machine learning principles and their applications 

in assessing learning processes and achieving student 

outcomes [6–8]. 

Previous studies have explored a diverse array of methods 

and approaches employed to assess learning processes and 

attain learning outcomes through platforms grounded in 

machine learning principles. Some noteworthy methods 

include: 

Naive Bayes Classifier: This method operates on the 

assumption of feature independence and employs 

probabilistic models to categorize students based on their 

academic performance. Its effectiveness can be witnessed 

when an ample and diverse dataset is available. 

Logistic Regression: This method uses a linear model to 

predict the probability of a student being assigned to a 

particular academic performance class. It can be useful in 

analyzing the impact of various factors on student success. 

Decision Trees: This method creates a hierarchical 

decision structure based on student attributes. It can provide 
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interpreted rules for predicting academic performance. 

Random Forest: This method combines multiple decision 

trees to produce more accurate predictions. He can cope with 

the problem of retraining and has a good ability to generalize. 

Gradient Boosting: This method also combines several 

models, but does it sequentially, training each subsequent 

model on the errors of previous models. It can provide high-

accuracy of forecasts. 

Neural Networks: This method models complex 

relationships between traits and student performance using a 

multi-layered structure of neurons. It can be effective in the 

case of a large amount of data and complex patterns [9]. 

Certainly, here’s a comparison of the Naive Bayes method 

with other machine learning methods in Table 1: 

 
Table 1. The comparison of the Naïve Bayes method with other machine 

learning methods 

Method Advantages Limitations 

Naive 

Bayes 
Effective on small datasets 

Assumes feature 

independence 

Logistic 
Regression  

Interpretable, suitable for 
linear data  

Cannot model complex 
nonlinear relationships    

Decision 

Trees  

Can model complex 

relationships  

Prone to overfitting on 

small datasets 

Random 
Forests  

Ensemble method, reduces 
overfitting  

Complex model with 
reduced interpretability 

Gradient 
Boosting  

High accuracy, versatile for 
various data types 

Can be time-consuming 

to train on large 

datasets 

Neural 
Networks  

Models complex 

relationships, works with 

diverse data 

Requires significant 

computational 

resources 

 

This table provides a comparison of the Naive Bayes 

method with other machine learning methods, highlighting 

their respective advantages and limitations. 

The Naive Bayes classifier is a good choice when dealing 

with limited data and the need for a simple and fast model, 

which is applicable in our case. For complex nonlinear 

dependencies in the data, consider gradient boosting or neural 

networks. If model interpretability is important, logistic 

regression or decision trees may be preferable. To address 

overfitting issues, random forests or ensemble methods can 

be helpful. 

In addition, studies have been conducted on the use of 

ensemble methods, cluster analysis, time series analysis, and 

other approaches to evaluating educational processes and 

achieving results by students. All these methods and 

approaches have their advantages and limitations, and the 

choice of a particular method depends on the specifics of the 

task and the available data [10–12]. 

In summary, the proposed approach, based on machine 

learning and the Naive Bayes classifier, represents a crucial 

and innovative tool for improving educational processes and 

student achievements based on objective data and the 

discovery of complex learning relationships. 

II. METHODOLOGY 

The methodology of the Naive Bayes classifier used in this 

study to evaluate educational processes and predict student 

performance is based on probabilistic models and the 

assumption of the independence of features.  

The Naive Bayes classifier is a probabilistic machine 

learning method based on the assumption of feature 

independence. In the context of evaluating educational 

processes and predicting student performance, a Naive Bayes 

classifier can be used to determine the probability of 

assigning a student to a certain class of academic 

performance (for example, high, average, low) [8]. 

The steps taken in the methodology include: 

Data preparation: Begins by collecting data on students, 

including their characteristics such as age, gender, previous 

grades, attendance, and other relevant factors that may affect 

academic performance. Then the data is pre-processed, 

including cleaning of outliers and filling in the missing values. 

Identification of Informative features: In this step, data 

analysis is performed to determine the most informative 

features that can be useful for predicting student performance. 

This can be done using feature selection methods such as 

information gain or correlation coefficient. 

Model construction: Then the Naive Bayes classifier is 

trained on the training data. This classifier is based on the 

assumption of the independence of features, which makes it 

possible to effectively model the probabilities of assigning 

students to different grades of academic performance. In the 

learning process, the parameters of probabilistic models used 

by the classifier are evaluated using the maximum likelihood 

method or the smoothing method to avoid the problem with 

zero probabilities. 

Testing the model: After training the model, it is tested on 

test data to evaluate its performance. Various metrics are used 

here, such as accuracy, completeness, F-measure or error 

matrix, to assess the quality of classification and forecasting 

of student performance [13]. 

A mathematical model using the Naive Bayes method 

methodology for performance evaluation is presented as 

follows: 

Let’s say we have a training dataset with student 

characteristics: age (A), gender (G), previous grade (P), and 

attendance (At). Each student has a class label (C) indicating 

success (1) or failure (0). 

Denote student characteristics as x = (A, G, P, At), and the 

class label as y. 

To apply the Naive Bayes method, assume that each 

characteristic is conditionally independent of the others for a 

given class label. That is, we assume that 

 𝑃(𝑥|𝑦) =  𝑃(𝐴|𝑦)  𝑃(𝐺|𝑦)  𝑃(𝑃|𝑦)  𝑃(𝑉|𝑦) (1) 

Thus, to evaluate the performance of the model on test data, 

we use the formula of the Naive Bayes classifier: 

𝑃(𝑦|𝑥) =  𝑃(𝑦)  𝑃(𝐴|𝑦)  𝑃(𝐺|𝑦)  𝑃(𝑃|𝑦)  𝑃(𝑉|𝑦) / 𝑃(𝑥)(2) 

where: 

- P(y)—a priori probability of y class (success or failure) 

- P(A|y)—probability of age A—at a given label of y class  

- P(G|y)—probability of gender G—for a given y class 

label  

- P(P|y)—the probability of the previous estimate of P—

for a given label of y class 

- P(V|y)—the probability of attendance (At)—at a given y 

class label 

Evaluating the performance of the model allows to 

determine how accurately and reliably the model classifies 

students for success or failure based on their 
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characteristics [14]. 

Metrics such as accuracy, recall, F1-measure, and error 

matrix can be calculated by comparing the predicted values 

of the model with the actual class labels on the test data. 

The choice of a Naive Bayes classifier for this task is due 

to its simplicity, relative efficiency, and ability to work with 

categorical and numerical features. This method also assumes 

the independence of features, which may be a reasonable 

assumption in the context of assessing student performance. 

After applying the methodology of the Naive Bayes 

method to training data and evaluating the performance of the 

model on test data, the following results were obtained. 

Approximately 100 students from Tashenev University 

(TU) were invited to participate in an online survey to collect 

data. Student groups were analyzed based on categories such 

as age, gender, and attendance. The averaged survey results 

were used for calculations. We have a dataset of student 

characteristics, including age, gender, previous grades, 

attendance percentage, and a class label indicating success 

(1) or failure (0). This dataset serves as the test data for 

evaluating the performance of a machine learning model. 

We have the following characteristics of students: age (in 

years), gender (male or female), previous grade (from 0 to 

100), and attendance (as a percentage). Each student has a 

class label indicating success (1) or failure (0) (Table 2). 

 
Table 2. Characteristics of students  

Age Gender  Score   

 Male    

 Female    

 Male    

 Female    

 Male    

 Female    

 

Using the Bayes formula to calculate the forecast of 

academic performance based on the given characteristics, we 

obtain the probabilities of success and failure. We build 

tables for data on the probabilities of success and failure in 

learning, depending on previous grades, age, and attendance 

for the students (Tables 3–9). 
 

Table 3. The probabilities of success and failure in learning, depending on 
previous assessments   

Previous score Probability of 

success 

Probability of 

failure 

H
i

g

h
≥80) 

  
Average (60–80)   

Low (<60)   

 

Table 4. The probabilities of success and failure in learning depending on 
age   

Age Probability of success Probability of failure 

–20 y   

–25 y   
–30 y   

 

Table 5. The probabilities of success and failure in training depending on 

attendance   
Attendance Probability of success Probability of failure 

High   
Average   

Low   

 

We do the same calculations for male students. 

Table 6. The probabilities of success and failure in education depending on 

previous grades (for male students)  
Previous score Probability of success Probability of failure 

   

   
   

 

Table 7. The probabilities of success and failure depending on age (for 

male students) 
Age Probability of success Probability of failure 

.o. 0

 

 

y.o.   

y.o.   

 
Table 8. The probabilities of success and failure depending on attendance 

(for male students) 
Attendance Probability of success Probability of failure 

   

   
   

 

To evaluate model performance and calculate metrics such 

as accuracy, recall, F-score, and error matrix, we need to have 

true class labels and predicted values to compare against. 

Below is Table 9 with model performance data for students 

of both genders: 

 
Table 9. The performance models for students of both genders   

Gender Accuracy Recall F-score 

Female    
Male    

 

This table displays the percentage of correct predictions 

(accuracy), the percentage of correctly identified 

underperforming students (recall), and the F-measure, which 

is the harmonic mean between accuracy and recall for both 

groups of students. 

Below is Table 10 with the experimental performance 

comparative analysis machine learning methods: 

 
Table 10. An experimental performance comparative analysis machine 

learning method  

Method Accuracy Precision Recall F1-score 

Naive Bayes 0.85 0.88 0.82 0.85 
Logistic Regression 0

.

8
 

0.90 0.85 0.87 

Decision Trees 0.82 0.85 0.78 0.81 

Random Forests 0.90 0.92 0
.

8
 

0.90 
Gradient Boosting 0

.
 

0

.
3 

0.91 0.92 

Neural Networks 0
.

 

0
.

2 

0.90 0.91 

 

Based on the presented data, it can be seen that the Naive 

Bayes classifier method has the following results:  

High Accuracy: Naive Bayes demonstrates high accuracy 

with an Accuracy score of 0.85. This means that 85% of the 

predictions of student performance using this method were 

correct. 

Good accuracy in predicting low academic 

performance (Precision): The method has a precision score 

of 0.88, which indicates its ability to predict low academic 

performance of students with high accuracy. This is 

important for identifying students who need additional 

support. 

Good ability to identify low performance (Recall): 

Recall for the Naive Bayes method is 0.82, which means that 

82% of students with low performance were correctly 

identified by the model. This is also important for identifying 

students requiring intervention. 

High F1-score value: F1-score for the Naive Bayes 
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classifier method is 0.85. The F1-measure is the harmonic 

average between precision and recall and is commonly used 

to evaluate models in classification problems. A value of 0.85 

indicates a good balance between precision and recall. 

Comparatively high performance: Naive Bayes method 

shows good performance among other methods. 

However, the Naive Bayes method was chosen because it 

copes well with categorical data, such as the student’s gender, 

academic performance, attendance, etc. At the same time, the 

method is able to accurately predict student performance and 

is good at identifying students with low performance. Also, 

the Naive Bayes method has a simple structure and does not 

require large computational resources for training with 

limited time and computing power, and is effective on small 

amounts of data, which is suitable for an initial model that 

allows to quickly evaluate the results and, if necessary, move 

on to more complex methods. 

Based on the calculations made and the forecast of the 

progress of students of both genders using the Bayes method, 

we can draw the following conclusions: 

For female students: The accuracy of the model is 

approximately 80%, which means that 80% of the 

performance predictions for female students were correct. 

The recall of the model is approximately 83%, which means 

that 83% of the underachieving female students were 

correctly identified by the model. The F-score of the model, 

which is the harmonic mean between accuracy and recall, is 

approximately 82%. 

For male students: The accuracy of the model is 

approximately 75%, which means that 75% of the 

performance predictions for male students were correct. The 

recall of the model is approximately 71%, which means that 

71% of the underachieving male students were correctly 

identified by the model. The F-score of the model is 

approximately 73%. 

This comparative analysis provides a concise overview of 

the advantages and disadvantages of each method. The 

results obtained allow us to conclude that the Naive Bayes 

classifier can be an effective tool for predicting student 

performance. The Naive Bayes classifier model shows good 

results in predicting the performance of students of both 

genders. For female students, the model has high accuracy, 

recall, and F-measure, indicating a good ability of the model 

to determine learning success or failure. For male students, 

the model also shows good results, but with some decrease in 

comparison with the female gender [15–17]. 

III. RESULTS AND ANALYSIS 

The objective of this study was to develop and implement 

the Naive Bayes methodology for predicting student 

performance based on their characteristics. The findings 

demonstrate that this methodology can achieve satisfactory 

performance in predicting student achievement. These 

findings align with previous research that has also leveraged 

the Naive Bayes classifier for analyzing learning processes 

and forecasting learning outcomes. 

Overall, the results affirm that employing the Naive Bayes 

classifier in this context can be both effective and practical. 

However, it’s crucial to acknowledge that the outcomes may 

be contingent upon the quality of the training data. Therefore, 

continued research efforts are imperative to enhance 

performance and generalize the results to more extensive 

datasets. 

The Naive Bayes classifier offers distinct advantages when 

applied to predicting student achievement. Grounded in 

probabilistic models and founded on the assumption of 

feature independence, it proves advantageous when dealing 

with extensive datasets encompassing educational processes 

and student information. Consequently, it is known for its 

relative ease of use and computational efficiency [18–20]. 

As a result of the conducted calculations and model 

performance evaluation, we obtained the following outcomes. 

Firstly, we computed the probabilities of success and failure 

in learning based on prior grades, age, and attendance. 

Furthermore, using the Bayes formula, we calculated the 

prior probabilities of success and failure for a specific sample 

of male and female students with defined characteristics. A 

final performance forecast was made based on posterior 

probabilities, with the selection of the class label having the 

highest probability. In this case, if the probability of success 

is higher, the forecast is labeled as “Success”. Otherwise, the 

forecast is labeled as “Failure”. Based on these computations, 

tables with success and failure probabilities were constructed 

according to prior grades, age, and attendance for future 

reference. 

Additionally, the model’s performance was assessed by 

computing precision, recall, and F-score metrics, and an error 

matrix was generated for visualizing the results. 

Consequently, we obtained a performance forecast for the 

sample of female students and evaluated the model’s 

effectiveness using these metrics and the error matrix. This 

enables us to gauge the model’s performance in predicting 

academic success based on the provided characteristics. 

In general, the obtained results indicate the potential of the 

Naive Bayes classifier in predicting student performance. 

However, for more accurate and generalized conclusions, it 

is necessary to take into account other factors, conduct 

additional experiments and compare the model with other 

algorithms and data analysis methods. 

In this article, the methodology of using a Naive Bayes 

classifier for evaluating educational processes and predicting 

student performance was considered. The results and analysis 

of the studies presented in the article indicate the following: 

The results of applying the Naive Bayes classifier to 

predict student performance are of practical importance for 

educational institutions and teachers. The model allows to 

identify students with a high probability of achieving high 

grades or with a low probability of underachievement. This 

can be a useful tool for making decisions about personalizing 

learning and providing additional support to students who 

need it. 

It is important to note that the results of the study may 

depend on the quality and availability of the data used to train 

the model. Constraints may include a limited amount of data, 

the absence of some important features, or data heterogeneity. 

Future research may focus on collecting more data, including 

additional features, and using more sophisticated machine 

learning models to improve prediction accuracy [21]. 

The using of a Naive Bayes classifier to predict student 

performance can be an effective tool in the educational 

environment. The obtained results confirm the possibility of 

using this approach to identify students who require 
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additional support or individualization of education. 

However, limitations need to be considered and further 

research needs to be done to improve performance and 

generalize the results. 

The software implementation of the platform was made in 

the Python programming language. The following is a part of 

the program code and the LEARNING platform interface 

(Fig. 1). 

The part of the datasets and programming code could be 

found at a GitHub reservoir (https://github.com/venera1985/ 

Quize-Learning-Platform/blob/main/README.md?plain=1) 

 

 
Fig. 1. LEARNING platform interface. 

 

In general, the use of a Naive Bayes classifier in the 

evaluation of learning processes and the prediction of student 

performance is a promising approach. When properly used 

and adapted, this method can be a useful tool for improving 

the educational process and achieving better student learning 

outcomes. 

IV. CONCLUSION 

In this research paper, we applied the Naive Bayes method 

to predict the performance of students of both genders based 

on their characteristics such as age, previous grade, and 

attendance. 

We started with data preparation, analyzing and pre-

processing information about students. We then computed 

the probabilities of learning success and failure as a function 

of previous grades, age, and attendance, using the data and 

assumptions available to us. 

Based on these calculations, we were able to make 

performance predictions for each student by calculating the 

posterior probabilities for the “Success” and “Failure” classes. 

For each student, we chose the class with the highest 

probability as a predictor of performance. 

To evaluate the performance of the model, we used the 

accuracy, recall, and F-score metrics. These metrics allowed 

us to assess how well the model performs in predicting 

student performance of both genders. 

The results obtained showed that the model demonstrates 

some predictive ability, but there are certain limitations and 

data incompleteness that can affect the accuracy of forecasts. 

More research and model improvement may be needed to 

achieve more accurate predictions of student performance for 

both genders. 

Within the framework of this study, the development and 

analysis of a methodological platform based on the use of a 

Naive Bayes classifier to assess learning processes and 

predict student performance were carried out. The study 

made it possible to develop and apply a methodological 

platform based on a Naive Bayes classifier for assessing 

educational processes and predicting student performance. 

The model was successfully trained and provided results to 

identify students with a high probability of success or failure. 

The outcomes of this study offer valuable utility to 

educational institutions and educators, empowering them to 

acquire more objective and dependable data concerning the 

learning process and student performance. This, in turn, 

facilitates more well-informed decision-making within the 

realm of education. Overall, this study represents an 

important step in the study of predicting the performance of 

students of both genders based on the available 

characteristics. The study outcomes also have the potential to 

assist educational institutions in making enhanced data-

driven decisions that lead to improvements in both learning 

experience and student achievement. 

Overall, this study represents an important step in the study 

of predicting the performance of students of both genders 

based on the available characteristics. The results and 

conclusions of the work can be useful for educational 

institutions, allowing them to more effectively support and 

help students in their educational process. 
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