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Abstract—The Massive Open Online Courses (MOOCs) platforms are widely used by the learner community all over the world. Using MOOC, the learners can choose the course of interest and learn it in their own pace. The main problem encountered in most MOOC based learning is the lack of a learning analytic system that monitors the learners’ interaction with their enrolled courses. This problem leads to incompleteness or discontinuation of the course. In this paper, ‘Tadakhul’ system, an original bilingual (English and Arabic) MOOC platform is developed for students of higher education institutions of the Sultanate of Oman. Using the Tadakhul system, learners of various higher education institutions of Oman can enroll themselves in various courses of their interest and complete the course at their own pace. This research aims in understanding the impact of learning analytics system used in the Tadakhul system. A novel deep-learning approach used in the system monitors the learning process of the learners based on their interaction with the enrolled courses. The feedback thus obtained, using the deep-learning approach, can be used to improve the student learning experience. To analyze the feedback obtained from the learners, an innovative approach of combining Bidirectional Long Short-Term Memory (BiLSTM) network with a Convolutional Neural Network (CNN) is proposed. The BiLSTM model performs well in analyzing the sequential data whereas the CNN model is good in extracting the spatial features at each hidden layer that are important for evaluating the student’s learning patterns. Thus the proposed model can identify learner’s learning behavior and learning styles that help teachers better understand the individual needs. The results of the experimental study revealed that the proposed model outperformed conventional machine learning approaches in predicting learner’s learning behavior. Hence, the results obtained by integrating BiLSTM and CNN models on the Tadakhul platform can improve the student experience by making teaching more efficient and effective.
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I. INTRODUCTION

The emergence of online e-learning platforms has altered the learning pattern in the educational sector. These platforms addressed the issues of offline teaching methods and had a significant impact on the educational sector in the Sultanate of Oman. The e-learning platform provides a wide range of learning opportunities for everyone around the world and provides flexibility in the learning pathway to achieve their goals and enhance their skills. The students have a facility to seek additional help to recall the concepts at their own pace. The proposed Tadakhul platform is intended to address several areas including instructional skills, grading and assessment, student retention, classroom supervision, personalized learning, and assessment for the learners in the Sultanate of Oman.

The Massive Open Online Courses (MOOCs), provide easy access to learning materials through online platforms. MOOCs made a huge impact in the higher educational sector, and the people in industry are allowed to learn new skills or enhance their skills at their own pace. The MOOC allows the learners to personalize their courses and provides timely support by considering their learning preferences. The prediction of student learning behavior, addressing the issues related to dropouts and providing personalized learning are the key challenges of MOOC. This can be addressed by incorporating learning analytics to the MOOC [1–3].

The Tadakhul system is an online learning platform proposed to facilitate interactive and personalized learning for multiple users in both Arabic and English languages. Our proposed Tadakhul system is an e-learning environment that provides learning materials for different learning styles. This study focuses on using learning analytics on the Tadakhul platform, which uses the data based on the student’s previous learning experience to predict future learning processes. It helps in providing a personalized learning experience. The Tadakhul system provides a platform where the classroom discussions focus on the most important concepts and personalize learning resources to each student based on their performance during their learning sessions. Applying learning analytics to the data obtained in the online e-learning environment can help in classroom management where students face many issues, and the teachers can help by adjusting the data or providing additional support when needed. The advantage of using learning analytics in the MOOC platform is to predict student failure, identify at-risk students, assess assignments, predict grades, and predict results [4]. In this study, we explore different Artificial Intelligence models such as BiLSTM and CNN to identify the learning behavior of the student utilizing the Tadakhul platform. The BiLSTM model is very good at processing time-series data and understanding the relationship between the data. This is important for tracking and interpreting student progress and interaction patterns over time. The ability to detect physical activity is important for identifying long-term learning and behavior. On the other hand, CNN models are effective at extracting spatial features, which
allows them to identify the learning patterns of the students that help in analyzing their student behavior: level of participation and responses to different types of learning. The deep learning models provide a thorough analysis of student’s academic behavior, providing insights that were previously difficult to obtain. With a deeper understanding of these learning behaviors, teachers can have a better idea to design courses and content to ensure a more personalized and meaningful experience for students studying on the Tadakhul platform. For example, it may show that student participation or performance is better after using the teaching strategies presented by the model analysis. This empirical evidence will strongly support the results of combining BiLSTM and CNN models in analyzing and improving student learning in Tadakhul.

The paper’s structure is as follows: In Section II, an overview of related studies is presented, and Section III provides detailed insights into the deep learning models we propose. Section IV outlines the results of various experiments conducted on the dataset. Our paper concludes by summarizing the key findings from the deep learning models and proposes future research directions for investigating the learning behavior of students who utilize the Tadakhul system.

II. RELATED WORK

Learning analytics in Massive Open Online Courses (MOOCs) plays an important role in improving the educational journey by providing valuable insights into student behavior and academic achievement. Predictive learning analytics have been employed in research for purposes encompassing dropout prediction, anticipation of final grades, identification of at-risk learners, and projecting course completion. Since the inception of MOOCs, learning analytics has primarily focused on a significant aspect: predicting dropout rates [5–12], predicting student’s grades [13–16], and assessing student engagement in courses [17, 18].

In this context, few studies concentrate on the analysis of student’s feedback through the utilization of learning analytics. Conventional machine-learning techniques were employed to examine and interpret the feedback provided by students. The algorithm extracts meaningful insights, patterns, and trends from the feedback data, enabling a deeper understanding of student’s opinions about the courses and preferences. Various machine learning algorithms including Naive Bayes, Support Vector Machine, Logistic Regression, Linear Regression, k nearest neighbor, Decision Tree, and Random Forest were used to extract valuable insights from the student’s comments [19–24]. Graesser [25] proposed an Intelligent Tutoring System that asks questions and provides tasks that contain problem descriptions, comments, and answer summaries. They utilize artificial intelligence algorithms to adapt learning experiences to the needs of individual students. Intelligent tutoring systems can assess and adjust to student’s knowledge and abilities with the use of artificial intelligence [26]. Effective early interventions and a thorough understanding of the underlying causes are essential to address the retention and dropout issues among students. To identify students who are at risk of dropping out and to organize early interventions, machine learning models have received a lot of attention [27].

Artificial Intelligence (AI) can enhance the efficiency of student study sessions, allowing students to focus more effectively on the learning material. AI can leverage student’s past academic achievements to design future learning experiences, promoting a more personalized learning journey [28]. Through artificial intelligence, students receive quick and individualized feedback on student’s academic progress, which in turn promotes the students learning progress. Though artificial intelligence acts as a valuable tool for learning, it is important to remember the irreplaceable role of human interaction in the educational process. Artificial Intelligence often makes suggestions that do not align well with students learning needs. Recently, deep learning algorithms have received much attention and shown better performance compared to existing machine learning methods. Long-Short-Term Memory (LSTM) and Convolutional Neural Networks (CNN) represent widely used deep learning techniques for evaluating student feedback [29–37]. These methods help students make informed decisions about course selection and instructors and improve their knowledge and learning experience.

Applying the learning analytic model to Tadakhul enhances student’s learning experience by providing personal insights and feedback. The deep learning models: BiLSTM and CNN can analyze more complex input data like review texts to understand student’s learning preferences and student’s personal issues in understanding the concepts. Students receive recommendations of learning resources or assignments that are personalized based on their specific learning needs. Researchers demonstrated the advantages of deep learning over traditional methods in terms of superiority in processing big data and analyzing complex patterns. The studies [29, 30, 36, 37] found that deep learning models can predict the student performance with greater accuracy than other models. From this literature review, these deep learning models provide information that can transform educational technology, making it more responsive to student’s needs. The deep learning models provide a thorough analysis of student’s academic behavior, providing insights that were previously difficult to obtain.

III. METHODOLOGY

The proposed method combines two different deep neural networks with the main objective of predicting ratings based on reviews as shown in Fig. 1. The following section discusses the proposed model that combines Convolutional Neural Network (CNN) with Bidirectional Long-Short-Term Memory (BiLSTM) Network.

A. Pre-Processing

In the pre-processing step, the input data needs to be refined to structured data. Initially, all the input review texts are changed into lowercase followed by the elimination of any special characters, tabs, newline characters, and extra whitespaces. The texts are split into separate words or tokens using tokenization process. The lemmatization process is used to identify similar words by rooting the words to their simplest meaning.

To ensure efficient batch processing in LSTM models, it is essential to pad or truncate these sequences to a consistent
length. Second, in neural network models that use GloVe (generalized vectors to represent words) as an embedding layer, GloVe helps transform text data into dense vector representations, effectively capturing the semantic essence of words, making it easier for neural networks to process and understand the underlying context. These vectors representations are designed to retain the semantic meaning of the individual words they represent. In other words, each vector acts as a numerical sum that combines the contextual and textual variations of the corresponding word.

![Diagram of the proposed hybrid model combining the Bi-LSTM and CNN networks to predict the ratings of course reviews.](image)

**Fig. 1.** The proposed hybrid model combines the Bi-LSTM and CNN networks to predict the ratings of course reviews.

**B. Convolutional Neural Network (CNN)**

Convolutional Neural Network is one of the most important deep learning techniques in computer vision that has received great attention since 2012 and is widely used in image classification tasks. A CNN architecture of this model consists of three important layers such as a convolutional layer, a pooling layer, and a fully connected layer:

1) Convolutional Layer: Being the first layer of CNN, it performs convolutional operations on the input data represented as an embedding matrix with the predetermined filters or weights. These filters slide across the input to produce an output known as feature maps. The size of these filters is important in the feature extraction which determines the types of features that are extracted from the layer. The output of the convolutional layer is obtained through the following equation,

$$\text{FeatureMap} = X_i \times W_i + b_i$$  \hspace{1cm} (1)

where $X_i$ represents the raw input data (review text) or feature maps from the previous layer, and $W_i$ represents the weights to be learned and applied in the convolution operation and $b_i$ represents the bias of the current layer.

2) Pooling Layer: Pooling layer is followed by each convolutional layer to reduce the size of the feature maps. The pooling window is used over the feature map to reduce the dimensions and retain the important features that are very important in the prediction tasks. Max-pooling and average pooling are commonly used pooling layer to extract the important features.

3) Fully Connected (Dense) Layer: The last layer in the CNN was the fully connected layer, where each neuron in this layer is connected to every neuron in the previous and next layers. This dense layer serves as the place for in-depth feature extraction and is often followed by a classifier like Softmax for prediction tasks.

**C. Bi-Long Short-Term Memory Network**

The Bidirectional Long Short-Term Memory (BiLSTM) network is a type of Recurrent Neural Network (RNN) designed to reduce the problems of learning long-term dependencies by traditional RNNs, such as the vanishing-gradient and exploding gradient problems. BiLSTM is particularly useful for sequence prediction problems, natural language processing, time-series forecasting, and many other applications where the order of the input data is important. The main components of Bi-LSTM network are as follows:

1) LSTM Layers: The LSTM units are the core of LSTM layers and for more complex representation of LSTM, the stack multiple LSTM layers are used. Each LSTM layer accepts a sequence of vectors $\{x_1, x_2, x_3, ..., x_n\}$ as its input. Only one vector, $x_t$ is passed at each time step $t$. There are two states employing a major role in LSTM: (i) Hidden States: The hidden state $h_t$ for each time step $t$ encapsulates information from the current input $x_t$, and the preceding elements in the sequence. It can be used as the output for that time step or serve as an input for subsequent layers; (ii) Cell States: The cell state $C_t$ serves as the “long-term memory” for the LSTM unit, storing critical information that the network might need for later time steps. It’s updated based on what the LSTM decides to remember or forget. LSTM uses the following equation to learn features.

$$C_t = f_t \times C_{t-1} + i_t \times C'_t$$

$$h_t = o_t \times \tanh(C_t)$$  \hspace{1cm} (2)

where $C_t$ is the current cell state, $f_t$ is the forget gate, $i_t$ is the input gate, $o_t$ is the output gate, $C'_t$ is the candidate gate and $h_t$ is the hidden state.

2) Dense (Fully Connected) Layers: Final layer that extract features from the previous layer and helps in performing classification based on the features extracted by the LSTMs.

**IV. EXPERIMENTAL ANALYSIS AND THE RESULTS**

In our experimental analysis, we focus on predicting course review ratings using a hybrid model combining Bidirectional Long-Short-Term Memory (BiLSTM) networks with Convolutional Neural Networks (CNNs). This complex model aims to exploit the strengths of both frameworks by capturing sequential dependencies in text with BiLSTM and local features with CNN. The steps used to process the text for feeding into the model are as follows: (i) Text preprocessing: Before feeding the review text into the model, we preprocess the text, and tokenize sentences into words, (ii) Word Embedding: Pre-trained word embeddings like GloVe is used to convert each tokenized word into a dense vector that captures its semantic meaning, and (iii) Model: The proposed predictive models employ a hybrid architecture that fuses the capabilities of Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) networks.
In this hybrid model, the pre-processed word vectors, also known as embeddings, are given as input into a series of convolutional layers. These convolutional layers provide the important function of identifying local patterns or dependencies within text, such as relationships between adjacent or nearby words by effectively capturing features such as bigrams and trigrams. After the convolutional layers have executed their role in local feature extraction, the subsequent pooling layers take over. The pooling operation reduces the size of feature maps produced by the convolutional layers, preserving the most salient aspects while reducing the computational load. Bi-LSTM layers work in this space, processing the raw input data. Bi-LSTMs are particularly good at recognizing long-range dependencies within sequences.

A. Dataset

The dataset we used for our analysis was obtained from Coursera’s course review collection available on the Kaggle platform [38]. This dataset is a set of 107,018 unique reviews. Each entry in this dataset is structured to include three key elements: a CourseID that serves as a unique identifier for each course, the Review text that provides quality feedback from users, and the rating, which provides a numerical rating of the course on a specified scale from 1 to 5 as shown in Fig. 2. To prepare for model training and evaluation, we partitioned this extensive dataset into two subsets. Specifically, 80% of the data, or approximately 85,614 reviews, were allocated for training the model. The remaining 20%, constituting about 21,404 reviews, were set aside for testing purposes.

We chose to use course review ratings from Coursera Platform as our dataset for two compelling reasons. First, these estimates closely reflect the type of data we intend to collect from the Tadakhul system once implemented. Second, Course review assessments are extensively engaged by students, making them a rich and relevant data source for our study. Coursera’s widespread use among student populations ensures that the insights we gain are relevant and applicable, strengthening the practical relevance of our research. Choosing course review assessments as our dataset was strategically aligned with our research objectives, thereby enhancing both the validity and applicability of our experimental results.

![Fig. 2. The sample dataset which contains course review and the ratings of course reviews.](image)

B. Performance Evaluation

Performance Metrics: The metric used to measure the effectiveness of the model in this study is accuracy. This test is specially designed for situations where the objective is to measure the proportion of correctness among all the data. In the context of predicting a student’s academic behavior, accuracy will help us understand how well a pattern is identified or predicts a behavior.

Parameter Adjustments and Tuning: In our research, we conducted experiments using hybrid CNN and Bi-LSTM models on different training parameters and used various optimization algorithm to adjust the network weights: (i) Number of Epochs: The number of epochs refers to the number of times the data set is returned by the neural network. We experimented with different numbers of times to determine the best that the model could learn efficiently, (ii) Batch Size: The batch size is an important parameter that defines the number of samples to work through before updating the internal model parameters. Variety of batch sizes were checked to identify the best optimal batch size for the computational efficiency and model performances, and (iii) Optimizers: The chosen optimizer is very important for minimizing the loss and improving the performance of the models.

We employed different optimizers such as Adam, RMSProp and Stochastic Gradient Descent (SGD). The optimizer that adjusts the learning weights, reduces the convergence speed and minimizes the loss to improve the model performance is chosen as the best optimizer. Adam optimizer uses momentum components which help it smoothly to identify the global minima instead of getting into the trap of local minima like SGD. Also, Adam optimizer uses minimal memory and best for its computational efficiency. Text data, such as course reviews, is typically noisy and exhibits non-stationary characteristics (meaning its statistical properties shift over time). Adam’s adaptive learning rate mechanism generally handles such noisy data more adeptly compared to SGD or RMSProp. In essence, Adam’s strengths lie in its ability to adjust learning rates for individual parameters, its incorporation of momentum, and its effectiveness with large, noisy datasets, leading to quicker convergence. This makes it particularly apt for tasks like analyzing text data to determine student ratings from course reviews. However, it’s crucial to note that the “best” optimizer may vary based on the unique attributes of the dataset and problem. Practically, experimenting with various optimizers and fine-tuning their hyperparameters is often recommended to discover the most efficient strategy for a specific task. In this study, we experimented with 25 training epochs using the hybrid CNN and Bi-LSTM models and applied Adam optimizer to adjust the network weights. In our experiment, the model was trained for a total of 25 times using Adam Optimizer. We compared the performance of optimization methods, including RMSprop and Stochastic Gradient Descent (SGD) in our experiment. However, the Adam Optimizer consistently produced better results.

We evaluated our proposed hybrid model against models such as LSTM-CNN, BiLSTM, LSTM and other traditional machine learning approaches. We used Term Frequency-Inverse Document Frequency (TF-IDF) and Bag-of-Words (BOW) with different classifiers as shown in the Figs. 3–7. The evaluation result showed that our hybrid model demonstrated greater accuracy. This proposed model yielded an accuracy rate of 84% of training accuracy and 78% of testing accuracy, demonstrating the effectiveness of the model in predicting course’s review ratings as shown in Table 1.
1. In practice, the information derived from this model can be useful to improve the efficiency of the Tadakhul platform. Teachers can use this information to personalize instruction, and the platform can be optimized to meet student needs and improve the overall learning experience.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM-CNN</td>
<td>85%</td>
<td>78%</td>
</tr>
<tr>
<td>LSTM-CNN</td>
<td>83%</td>
<td>76%</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>81%</td>
<td>77%</td>
</tr>
<tr>
<td>LSTM</td>
<td>75%</td>
<td>74%</td>
</tr>
<tr>
<td>TF-IDF-mL</td>
<td>-</td>
<td>77%</td>
</tr>
<tr>
<td>BOW-ML</td>
<td>-</td>
<td>76%</td>
</tr>
</tbody>
</table>

Fig. 3. The accuracy and loss obtained using the proposed hybrid Bi-LSTM and CNN model.

Fig. 4. The accuracy and loss obtained using the proposed hybrid LSTM and CNN model.

Fig. 5. The accuracy and loss obtained using the Bi-LSTM model.

Fig. 6. The accuracy and loss obtained using the LSTM.
Our proposed Tadakhul system faces few challenges in predicting certain types of student behavior. (i) Situations in which student engagement vary widely and it is difficult to establish a clear pattern. (ii) The lack of sufficient data due to less or minimal student interaction with the platform will make it difficult for models to accurately predict behavior. (iii) When input data lacks clear indicators of specific learning behaviors, it becomes difficult to make accurate predictions. One limitation is that it relies on information provided by the Tadakhul platform. Future research should aim to include more diverse data to ensure the model is valid across different students and learning environments. The research shows potential, but validating the results requires studying real-world applications.

V. DISCUSSION AND CONCLUSION

In this research, we introduced a novel hybrid model that combines Bi-directional Long-Short-Term Memory (BiLSTM) with Convolutional Neural Networks (CNN). The motivation behind proposing this hybrid model is to explore the strengths of both sequential processing (provided by BiLSTMs) and spatial feature detection (provided by CNNs) to capture the complex patterns present in review data. We experimented with various other models and approaches. Specifically, we evaluated: (i) CNN in combination with LSTM: This approach combines the advantages of LSTM’s sequence processing with CNN’s ability to capture local patterns within the review text. (ii) LSTM Model: Here, we used LSTM networks to find out their individual performance in processing sequential data especially for text-based course reviews. (iii) BiLSTM model: We also used Bi-directional LSTM model, BiLSTMs to obtain a better understanding of the context in which words appear in course reviews by processing data from both forward and backward directions. (iv) Traditional Machine Learning models: We employed different machine learning algorithms TF-IDF and BOW as a benchmark for comparative analysis. These methods, which include classifiers such as Random Forests and Support Vector Machine, are used to extract features from review evaluations of courses and provide a basis for measuring the performance of our proposed models. The proposed hybrid CNN-BiLSTM model is designed to be computationally efficient and highly effective in capturing the complex features inherent in review texts. By leveraging the strength of CNNs in understanding local text patterns and the efficiency of BiLSTMs in modeling long-term dependencies, our model aims for well-rounded and accurate prediction of course review ratings.

We conclude that our research by presenting an advanced deep learning approach aimed at understanding and predicting student interactions with online course materials and to understand and predicting student interactions with online course materials, conclude that in the context of massive open online courses (MOOCs). Our research is based on a novel combination of Bidirectional Long-Short-Term Memory (BiLSTM) networks and Convolutional Neural Networks (CNN), specifically designed to analyze course feedback collected from students using the Tadakhul system. Our experimental findings strongly indicate that the proposed hybrid model outperforms traditional machine learning approaches. The improved performance in predicting student’s learning behaviors, as demonstrated by our empirical analysis, indicates the performance, and promise of integrating Bi-LSTM with CNN for this application. It shows that these observations can be used not only to accurately predict student interactions and learning patterns, but also to provide feedback and support mechanisms that can significantly enrich the overall student learning experience. The performance of our model in using complex patterns in the curriculum for predictive analytics represent a significant advancement in the development of intelligent, data-driven educational platform. The proposed models have shown promising results, investigating other deep learning or ensemble models can provide commendable knowledge from the observation to improve predictive capabilities. Analyzing the data over a period can help to understand information about students’ long-term learning patterns and the effectiveness of different learning activities. This study contributes to the field of learning data analysis by demonstrating the effectiveness of hybrid models in determining difficult learning behaviors. On the Tadakhul platform, insights from models can be used to refine training content and strategies for improving personal experiences. This has the potential to transform learning and lead to effective and engaging teaching. Thus, this research serves as a foundation for future work aimed at refining and expanding the use of deep learning techniques to better understand and improve student engagement and success in online learning environments.
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